Fault surfaces and fault throws from 3D seismic images
Dave Hale, Center for Wave Phenomena, Colorado School of Mines

SUMMARY

A new method for processing 3D seismic images yields im-
ages of fault likelihoods and corresponding fault strikes and
dips. A second process automatically extracts from those im-
ages fault surfaces represented by meshes of quadrilaterals. A
third process uses differences between seismic image sample
values alongside those fault surfaces to automatically estimate
fault throw vectors. While some of the faults found in one
3D seismic image have an unusual conical shape, displays of
unfaulted images illustrate the fidelity of the estimated fault
surfaces and fault throw vectors.

INTRODUCTION

Fault surfaces like those shown in the close-up views of Fig-
ure 1 are an important aspect of subsurface geology that can be
derived from seismic images. Therefore, various fault tracking
methods, including those proposed by Pedersen et al. (2002,
2003), Admasu et al. (2006), Kadlec et al. (2008) and Kadlec
(2011), have been developed to extract such surfaces.

The fault throws shown in Figure 1 are important as well, as
they enable correlation of subsurface properties across faults.
Among methods developed to estimate fault throws are those
described by Borgos et al. (2003), Aurnhammer and Tonnies
(2005) and Admasu (2008).

Figure 2 provides more extensive views of many fault surfaces
and corresponding fault throws computed for the same 3D seis-
mic image. Also shown in Figure 2 are images after unfault-
ing, using a process described by Luo and Hale (2012). After
unfaulting, seismic reflections are generally more continuous
across faults, suggesting that estimated fault throws are con-
sistent with true fault displacements.

This paper describes a sequence of three new methods to (1)
compute 3D fault images, (2) extract fault surfaces, and (3)
estimate fault throws. I used this three-step sequence to com-
pute the fault surfaces and throws displayed in Figures 1 and 2.
Although each of the three steps was designed in conjunction
with the others in this sequence, aspects of any one of them
could be used to enhance other methods cited above.

FAULT IMAGES

Before extracting fault surfaces like those shown in Figures 1
and 2, I first compute images of faults. The method I use for
this first step is based on semblance (Taner and Koehler, 1969),
and is therefore similar to methods proposed by Marfurt et al.
(1998). Like Marfurt et al. (1999), I compute semblances from
small numbers (3 in 2D, 9 in 3D) of adjacent seismic traces,
after aligning those traces so that any coherent events are hor-
izontal.
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Figure 1: Close-up views of roughly conical (a) and planar (b)
fault surfaces and fault throws computed automatically from
a 3D seismic image. Vertical and horizontal image slices are
shown in the background. Vertical fault throws are measured
in ms because the vertical axis of the image is time. Each
quadrilateral intersects exactly one edge in the 4 ms by 25 m
by 25 m image-sampling grid.

Semblance is a measure of coherence in the range [0, 1]; it is
a normalized ratio, the square of an average value divided by
an average of squared values. Because faults are most likely to
exist where semblance s is low, I (somewhat arbitrarily) define
and compute a measure of fault likelihood f =1 — s8.

When used to highlight faults, some sort of averaging or smooth-
ing of semblance (or some other attribute) is required, as em-
phasized by Gersztenkorn and Marfurt (1999) and Aqrawi and
Boe (2011). These authors describe vertical smoothing of fault
attributes.

However, faults need not be vertical. Therefore, when averag-
ing the numerators and denominators of normalized semblance
ratios, I vary the orientation of the smoothing filter in a scan
over possible fault orientations.
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Figure 2: Fault surfaces and fault throws computed for two different subsets of a 3D seismic image. Faults extracted from the
shallower subset (a) have conical shapes, while those extracted from the deeper subset (b) have more typical planar shapes. Seismic
reflectors are more continuous in the corresponding unfaulted images (c and d).

Figure 3 illustrates for a 2D image the results of non-vertical
smoothing for two different fault dips 6 in this scan. This
example shows that fault likelihoods tend to be largest when
the smoothing of semblance numerators and denominators is
aligned with the faults, which are not vertical.

Much like Cohen et al. (2006), I scan over multiple fault strikes
and dips to determine the orientation that maximizes fault like-
lihood. In the 3D examples shown in this paper, this scan in-
cluded Ny = 26 fault strikes ¢ and Ng = 22 fault dips 6, for a
total of NyNg = 572 possible fault orientations.

The computational cost of the scan is proportional to this num-
ber of orientations. To reduce this cost, for each orientation I
use efficient recursive smoothing filters to perform the aver-
aging of semblance numerators and denominators. The com-
putational cost of these recursive filters is independent of the
spatial extent of their impulse responses, which may include
well over 1000 samples in 3D images. This number represents
the number of samples that contribute to the computation of
fault likelihood for one orientation at one sample location in
a 3D image (Cohen et al., 2006). With recursive smoothing
filters I avoid this large factor in computational cost.

Figure 4a shows fault likelihoods computed with a scan over

Ng = 22 fault dips for the 2D seismic image in Figure 3a.
Ridges of fault likelihood in this fault image generally coincide
with faults apparent in the seismic image. These ridges can be
found by simply scanning each row of the fault image, preserv-
ing only local maxima, and setting fault likelihoods elsewhere
to zero, as shown in Figure 4b. In effect, this process thins the
fault image, significantly reducing the number of image sam-
ples at which a fault may be considered to exist.

It is important to remember that for any images of fault likeli-
hood, such as those shown in Figure 4, we have corresponding
images of fault orientation, the fault strikes and dips for which
fault likelihood is maximized. These images of fault orienta-
tion are especially useful when extracting fault surfaces from
3D images.

FAULT SURFACES

For 3D seismic images, ridges of fault likelihood correspond
to potential fault locations. However, it is more difficult to
extract ridge surfaces from 3D images than to extract ridge
curves from 2D images as illustrated in Figure 4.

I extract fault surfaces from 3D images of fault likelihoods f,
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Figure 3: Fault likelihoods computed for a 2D seismic image
(a) and for two different fault dips 6, one positive (b) and the
other negative (c), in the scan used to estimate fault likelihoods
and orientations.

strikes ¢, and dips 8 using a method for extracting ridge sur-
faces similar to that proposed by Schultz et al. (2010), which
they demonstrate for 3D medical images of the human brain.
The fault surfaces shown in Figures 1 and 2 are ridges in 3D
images of fault likelihood, and are represented by meshes of
quadrilaterals (hereafter referred to as quads).

As shown in Figure 5, each quad in a fault surface intersects
exactly one edge of the 3D sampling grid for the fault image.
Each of the four nodes of a quad lies within exactly one cell of
that grid. The coordinates of a quad node within any such cell
are averages of the coordinates of all quad-edge intersections
for that cell. This averaging enables representation of a fault
surface with sub-voxel precision. Therefore, to find the loca-
tions of the quad nodes, we must first find the intersections of
the fault surface and edges of the 3D sampling grid.

I find those surface-edge intersections using an adaptation of
the method proposed by Schultz et al. (2010), in which I en-
sure that the orientations of ridge surfaces extracted from 3D
images of fault likelihoods are consistent with the correspond-
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Figure 4: Fault likelihoods computed by scanning over fault
dips 6, before (a) and after (b) ridge extraction.
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Figure 5: Four adjacent quads in a fault surface share a node
that lies within one cell of the 3D fault image sampling grid.
Spatial coordinates of the quad node are averages of the co-
ordinates of intersections of the fault surface and edges of the
image sampling grid.

ing 3D images of fault strikes and dips computed during the
scan described above.

I have made no attempt to fill any of the small holes apparent
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in these surfaces, although such a filling process would be easy
to implement because each quadrilateral is linked to its neigh-
bors. The fact that holes are small is due to the continuity of
ridges in the 3D images of fault likelihood.

FAULT THROWS

Because each quad in fault surfaces like those shown in Fig-
ure 1 corresponds to exactly one edge in the 3D image sam-
pling grid, it is straightforward to walk up and down fault
curves and gather samples of the 3D seismic image on oppo-
site sides of a fault. I then compute fault throws that minimize
sums of squared differences of those sample values.

This new method for computing fault throws is an adaptation
of a classic dynamic programming solution (Sakoe and Chiba,
1978) to the problem of automatic speech recognition. That
solution today is often called dynamic time warping and is here
adapted to find a spatial warping that best aligns samples of 3D
seismic images alongside faults, as illustrated in Figure 2.

One of the most attractive features of the dynamic time warp-

ing algorithm is that it optimally aligns two time series while

constraining the amount of stretching or squeezing of sequences
that is permitted during alignment. The relative shift (here,

fault throw) between two sequences may vary with time (or

depth), but dynamic time warping constrains the rate at which

the shift changes with time.

My adaptation of this algorithm is to constrain the rate at which
fault throw varies in both strike and dip directions along a fault.
This constraint is much like that those imposed in dynamic im-
age warping (e.g., Pishchulin, 2010), in which shifts are con-
strained to vary slowly in both horizontal and vertical direc-
tions.

However, we cannot simply estimate fault throws by aligning
a 2D image extracted from the footwall side of a fault sur-
face with another 2D image extracted from the hanging-wall
side. Consider for example the fault surface shown in Fig-
ure 6, where part of the surface lies in front of another part of
that same surface. This situation occurs often in the fault sur-
faces shown in Figure 2. Nevertheless, quad meshes provide
the left-right and up-down connectivity required to constrain
changes in fault throws in both the strike and dip directions
within such surfaces.

CONCLUSION

The methods proposed in this paper were designed as parts of
a three-step process to (1) compute images of fault likelihood,
strike and dip, (2) extract fault surfaces, and (3) estimate fault
throws.

It is significant that the scan in the first step yields images of
fault strikes and dips for which fault likelihood is maximized.
These estimates of fault orientations are useful in several con-
sistency tests performed in the second step used to extract fault
surfaces.
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Figure 6: Close-up view of fault throws computed for a fault
surface in which one part of the surface lies in front of another
part. For such surfaces we cannot simply compute throws from
footwall and hanging-wall images extracted alongside faults.

The quad-mesh representation for those fault surfaces facili-
tates the third step of estimating fault throws. Because throw
vectors connect image samples on one side of a fault to those
on the other side, it is especially convenient that a quad in the
fault surface lies between two adjacent samples of the seismic
image. In addition, the quad mesh provides left-right and up-
down connectivity needed to implement the dynamic warping
algorithm used to estimate fault throws.

Most of the computation time in this three-step process lies in
the first step, which currently requires a scan over all possi-
ble fault orientations. I improve the computational efficiency
of this scan by using fast recursive smoothing filters for each
orientation, but further improvements may be worthwhile. My
current implementation of this scan for 500 fault orientations
requires about two hours to process a 3D image of 10007 sam-
ples on a 12-core workstation.

I did not expect to find the conical shapes of faults apparent
in Figures 1 and 2, in part because I had not recognized their
hyperbolic appearance in horizontal and vertical slices of the
3D seismic image. An important benefit in using an automated
process to extract faults from 3D seismic images is that the
process cannot exclude such shapes simply because they are
unexpected.
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