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Multiparameter crossover equation of state: Generalized algorithm
and application to carbon dioxide
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Abstract

In this work, we propose a new optimization algorithm for the development of multiparameter crossover equations of state (MC EOS),
which incorporates the asymptotic scaling laws near the critical point. This algorithm is based on stepwise regression, which reduces the
intercorrelations among the functional terms in the equation and enables the incorporation of the universal crossover formulation into the
development of equations of state. The EOS developed is optimized in structure and gives correct prediction of caloric properties in the
immediate vicinity of the critical point. For the determination of the linear, analytical coefficients and the non-linear crossover parameters
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n the crossover EOS for a given fluid, both linear and non-linear optimization procedures are used. By applying this algorithm
eveloped a wide-range crossover equation of state (EOS) for carbon dioxide in the form of dimensionless Helmholtz energy. T
C EOS contains only 26 functional terms, and gives excellent descriptions of experimental data over a wide-range of states. C

he extremely accurate standard reference equation of state of Span and Wagner (SW EOS), the MC EOS yields a very good d
hermodynamic surfaces away from the critical point. In one-phase region, the MC EOS represents the experimental values of d
n average absolute deviation (AAD) of about 0.1%, and pressure with an AAD of about 0.3%. However, unlike the SW EOS, the
eproduces the well-established scaling laws behavior in the asymptotic critical region asT→Tc.
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. Introduction

During the last two decades great progress has been
chieved in the development of highly accurate empiri-
al multiparameter equations of state (EOS) for pure flu-
ds [1,2]. This became possible not only because of sig-
ificant improvements in thermodynamic measurment tech-
iques[3], but also because of the evolution of algorithms

or the optimization of the structure of multiparameter ther-
odynamic equations of state. Wagner[4] in 1974 applied a

tepwise (STW) regression analysis for the development of
n equation for vapor pressure, and then de Rueck and Arm-
trong[5] adopted this method to develop a wide-range EOS
or propylene in 1979. Their work signaled the beginning of
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the development of EOS structure optimization algorith
and has led to a series of new optimization algorithms in
following years. It was shown in later work that the struc
optimized equations have higher accuracy compared t
equations developed with trial and error methods, and
drastically improved the numerical stability. This advant
clearly cannot be compensated for by simply increasin
number of terms in the equation[6].

Setzmann and Wagner[7] proposed an algorithm, OPTIM
based on a combination of stepwise regression and the
lutionary optimization method (EOM) in 1989[8] and pub
lished its application to methane in 1991[9]. This newe
algorithm is relatively easy to start, and enables one to fi
global optimum instead of a local optimum. Later, an a
rithm combining stepwise regression and simulated an
ing (SA) was proposed by Shubert and Ely to develop r
ence equations of state for R134a and R123[10,11]. However
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these linear regression algorithms could not directly use iso-
baric heat capacity and speed of sound data, because of
their non-linearity respect to the adjustable parameters. Any
“linearization” of these thermodynamic properties leads to
potential loss of important experimental information. Opti-
mization procedures based on the combination of linear and
non-linear regression analysis, aimed to extend the regres-
sion to the non-linear properties, were proposed by Ahrendts
and Baehr[12,13]. Recently, Tegeler et al.[14] proposed a
non-linear optimization algorithm based on the OPTIM algo-
rithm, and used a non-linear quality criterion for all relevant
decisions. The algorithm is only a quasi-non-linear algorithm
since it still depends on linear selection as the starting point.
Using these algorithms, highly accurate reference equations
of state for substances such as methane[9], carbon dioxide
[15], water[16], argon[14], nitrogen[17] and ethylene[18]
have been developed in the last decade. In addition, a large
number of the moderately accurate, engineering quality, ref-
erence EOS has also been developed (for reviews see Refs.
[1,2,19]).

In spite of the advances made in equation of state method-
ology, the resulting multiparameter equations are typically
complicated in their structures; there are usually between
30 and 60 functional terms present in these equations. More
importantly, these analytical–classical equations in principle
cannot reproduce the non-analytical, singular behavior of the
t ion.
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a highly accurate, while relatively compact multiparameter
crossover equation of state (MC EOS) for carbon dioxide.

We proceed as follows. In Section2, we consider the
theoretical background for the crossover procedure of incor-
porating the scaling laws into a classical equation of state. In
Section3, we describe the GSTW algorithm for developing
of a wide-range multiparameter crossover equation of state.
The new MC EOS for carbon dioxide and its comparison with
the state-of-the-art EOS of Span and Wagner[15] are given
in Section4. Our conclusions are summarized in Section5.

2. Crossover Helmholtz energy model

Traditionally, engineering equations of state express the
pressure in terms of the temperature and density. There
are, however, functionalities in this pressure explicit form,
which cannot be integrated analytically to obtain the desired
thermodynamic properties. Because of this, modern multi-
parameter equations of state are represented in terms of the
Helmholtz energyA as a function of temperature and density.
Using this formulation, all thermodynamic properties can
be represented by appropriate derivatives of the Helmholtz
function.The dimensionless Helmholtz energyΦ(δ, t) =A(ρ,
T)/RTcan be described as a linear combination of the ideal
gas,Φid(δ, t), and residual,Φr(δ, t) contributions:

�

w ity,
ρ sity
a d
Φ con-
t ned
f gas
h oltz
e men-
s ional
t

�

w
e
β

n rom
t ial,
e
E f Eq.
hermodynamic surface of pure fluids in the critical reg
o overcome this shortcoming, some non-analytical te
ave been added into recent state-of-the-art EOS[15,16] to

mprove the prediction of the isochoric heat capacity
peed of sound data in the critical region. Even though
odified state-of-the-art EOS describe all measured pr

ies in the critical region[2,3], they still do not reproduce th
heoretically well-established asymptotic scaling laws in
egion[20,21]. Moreover, they give incorrect behavior of t
pecific heat and the speed of sound in the one-phase
nd along the coexistence curve in the immediate vicini

he critical point[15,22]. This behavior occurs strictly outsi
he range of available experimental data, but these shor
ngs make the state-of-the-art EOS less attractive as scie
ormulations for which they were developed.

A general procedure for transforming any classical e
ion of state into a crossover EOS, which reproduces
caling laws in the asymptotic critical region and is tra
ormed into the original classical EOS far away from
ritical point, was proposed by Kiselev[23]. The procedur

s based on renormalization-group theory and has been
essfully applied to the cubic[23–25], SAFT [26–29] and
emi-empirical square-well EOS[30]. A restricted revisio
f the state-of-the-art EOS for water was also propose
iselev and Friend[22]. In this paper, we incorporate Kis

ev’s renormalization procedure[23] into the STW regressio
lgorithm, thereby producing a structure-optimized equa

hat has a crossover form. We refer to this procedur
he generalized stepwise regression (GSTW). In this w
e have applied the GSTW regression algorithm to dev
(δ, t) = �id(δ, t) +�r(δ, t) = �0(t) + ln(δ) +�r(δ, t)

(1)

hereA(ρ,T) is the Helmholtz energy as a function of dens
, and temperature,T,Rthe gas constant, the reduced den
nd temperature areδ = ρ/ρc andt=Tc/T, respectively, an
0(t) is the temperature dependent part of the ideal-gas

ribution. The ideal part of Helmholtz energy is determi
rom experimental or theoretical knowledge of the ideal
eat capacity. The empirical residual part of the Helmh
nergy is usually expressed as a linear combination of di
ionless density and temperature terms (so-called “funct
erms”) as shown in Eq.(2):

r(δ, t) =
M1∑
m=1

amδ
imtjm +

M2∑
m=M1+1

amδ
imtjm exp(−mδkm )

+
M3∑

m=M2+1

amδ
imtjm exp[−αm(δ− ∈m)2

−βm(t − γm)2] (2)

heream are the coefficients for each term,im, jm andkm
xponents ont, δ and exponentialδ terms, respectively,αm,
m, ∈m andγm the parameters andM1, M2 andM3 are the
umbers of different type of terms. As can be seen f

his equation, there are three types of terms—polynom
xponential and Gaussian, viz.,�r = �r

Pol +�r
Exp +�r

GS.
xpressions for the thermodynamic properties in terms o
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(2) are given in Table A.1 inAppendix A and the required
derivatives for the polynomial, exponential and Gaussian
terms are given in Tables A.2 and A.3 inAppendix A. The
parametersM1,M2,M3, im, jm andkm for an analytical EOS
result from the STW structure optimization, and the coeffi-
cientsam in Eq.(2) for the residual part of the dimensionless
Helmholtz energy(1) result from a linear, or non-linear, fit to
experimental data. The critical parametersTc andρc, and the
compressibility factorZc =Pc/ρcRTc of the Helmholtz model
can be found from the conditions:

Zc =
(
∂�

∂δ

)
T=Tc

,

(
∂2�

∂δ2

)
T=Tc

= 0,

(
∂3�

∂δ3

)
T=Tc

= 0 (3)

which are usually used as the critical-point constraints in the
optimization algorithm.

A general procedure based on the fundamental results of
the renormalization-group theory for transforming any clas-
sical equation of state into the crossover form was developed
by Kiselev [23]. Following this procedure, one needs first
to rewrite the classical expression Eq.(1) for the reduced
Helmholtz energy in the form:

�(δ, t) = ��(η, τ) − ηp0(t) +�r
0(t) +�0(t) (4)
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of state, the critical parameters can always be set equal to the
experimental values, Eq.(7)does not contain the critical shift
terms introduced by Kiselev et al. for simpler cubic equations
[23–25]. This simplification makes the crossover functionY
formally independent of the analytical residual partΦr and
allows us to use the linear regression for the optimization of
Φr.

In order to complete transformation, one needs to add in
Eq.(4) the so-called kernel term:

K(τ) = 1

2
a20τ

2(Y−(α/∆1) − 1) (9)

which provides the correct scaling behavior of the specific
isochoric heat capacity along the critical isochore asymptot-
ically close to the critical point. The crossover functionY in
Eqs.(7) and(9) can be written in parametric form[30]:

Y (q) =
[

q

1 + (q2/(1 + q))
]∆1

(10)

where the parametric variableq is related to the order param-
eterη and the dimensionless temperatureτ though equation
[30]:

1
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here the critical, or singular part of the Helmholtz ene
Φ(η, τ), is a function of the order parameterη = δ−1 − 1 =

c/ρ − 1 and the dimensionless temperature deviationτ =
−1 − 1 = T/Tc − 1. p0(t) = p(T, ρc)/ρcRT and �r

0(t) =
r(1, t) = Ar(ρc, T )/RT are the dimensionless pressure

esidual part of the Helmholtz energy along the crit
sochore,ρ = ρc. The critical part of the dimensionle
elmholtz energy can be derived from Eqs.(1) and(4) as:

�(η, τ) = �r(η, τ) −�r
0(τ) − ln(η+ 1) + ηp0(τ) (5)

hereby satisfying the critical point conditions[31]:

�(η = 0, τ = 0) = 0,

(
∂��

∂η

)
η=0,τ=0

= 0,

∂2��

∂η2

)
η=0,τ=0

= 0 (6)

Secondly, one needs to replaceτ andη in the critical part o
he classical Helmholtz energy,�Φ(η,τ), by the renormalize
alues[32]:

¯= τY−(α/2∆1), η̄ = ηY−(γ−2β)/4∆1 (7)

here

α = 0.110, β = 0.325, γ = 2 − α− 2β = 1.24,

1 = 0.51 (8)

re the universal critical exponents andY is a crossover func
ion to be specified below. Since in multiparameter equa
= η+ v1η exp(−δ1η) + d1τ(1 − τ)
m0Giβ

Y (q)(1−2β)/∆1

(11)

here Gi is the Ginzburg number of fluid of intere
2 = 1.359 a universal linear-model parameter, the par
erδ1 = 8.5[24], andm0, d1 andv1 are the system-depende
arameters. Eq.(11)must be solved at every thermodynam
tate point since the model is continuous and smooth
he entire surface. Finally, the crossover expression fo
elmholtz energy can be rewritten in the form:

(δ, t) = �id(δ, t) + Φ̂r(δ, t) = ln(δ) +�0(t) + Φ̂r(δ, t)

(12)

here the renormalized residual part is given by:

ˆ r(δ, t) = �r(η̄, τ̄) −�r
0(τ̄) +�r

0(t) + η̄p0(τ̄)

− ηp0(t) − ln(η̄+ 1) + ln(η+ 1) −K(τ) (13)

qs.(7)–(13)completely determine the crossover Helmh
nergy for an arbitrary classical formulationΦr(δ, t). Asymp-

otically close to the critical pointq� 1 (or |τ| �Gi at the
oexistence curve and along the critical isochoreρ =ρc) the
rossover functionY (q) ≈ q∆1, the renormalized paramete

¯∼= τq−(α/2) (or τ̄ ≈ τ(2−α)/2 at ρ =ρc) andη̄ ∼= ηq(γ−4β)/4

or |η̄| ≈ |η|(2−α)/4β at T=Tc) and the residual Helmhol
unctionΦ̂r(δ, t) becomes a non-analytic function ofτ andη,
hich after differentiation reproduces the theoretical sca

aws for the coexistence curve[20,21]:

ηcxs � ±B0|τ|β(1 + B1|τ|∆1) (14)
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Fig. 1. Flowchart of the GSTW algorithm to develop multiparameter crossover equation of state.

where signs ‘±’ correspond to the liquid (+) and vapor (−)
phases, respectively. For the isothermal compressibility and
the isochoric heat capacity we find:

κT = 1

ρ

(
∂ρ

∂p

)
T

� Γ±
0 |τ|−γ (1 + Γ1|τ|∆1) (15)

CV = T
(
∂S

∂T

)
ρ

� A±
0 |τ|−α(1 + A1|τ|∆1) + C0 (16)

where superscripts ‘±’ in Eqs. (15) and (16) correspond
to the supercritical (T>Tc) and subcritical (T<Tc) tem-
perature regions, respectively. Far away from the critical
point q
 1 (or |τ| 
Gi at the coexistence curve and along
the critical isochoreρ =ρc) the crossover functionY(q) ∼= 1,
the renormalized temperature and order parameter tend to
their classical values̄τ → τ and η̄→ η, and the renor-
malized residual part is transformed into its classical ana-
log Φ̂r(δ, t) → �r(δ, t), and all thermodynamic properties
exhibit an analytical–classical behavior as determined by Eq.
(1).

Since Eq.(12) is a fundamental thermodynamic equation,
all thermodynamic properties can be directly calculated from
it by differentiation. The differential property relationships
and the required derivatives ofΦ̂r(δ, t) with respect toδ and
t are given in Tables A.4 and A.5 inAppendix A.

3

odel
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d
β
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parametersm0, v1 andd1 in Eq. (11). All these parameters
and the final structure of the crossover Helmholtz energy can
be found from the GSTW optimization algorithm shown in
Fig. 1.

According to this algorithm, we first generate the weight
for each data point with a known EOS, which is used as a start-
ing input EOS for regression. We then build the regression
matrix based on the linear least squares regression method, by
converting the experimental data sets to their corresponding
forms in the Helmholtz model with all the potential functional
terms included into the term-bank. In the third step, we set the
Ginzburg numberGi= 0 in Eq.(11), which is equivalent the
condition�r ≡ Φ̂r in Eq. (12), and use the STW regression
procedure proposed by de Reuck and Armstrong[5] to opti-
mize the structure of the classical Helmholtz free-energy and
the linear coefficientsam and exponentsim, jm andkm in Eq.
(1). The critical constraints(6)are added into the STW by the
method of Lagrangian multipliers[33] to ensure the resulting
EOS has the correct critical parameters. In these steps, we use
only linear data (PρT,CV(ρ,T), (∂p/∂ρ)T, second virial coef-
ficient and the coexistence curve) where the coexistence data
were included into the STW regression through the Maxwell
rules:
ps

ρLRT
= 1 + δLΦ̂r

δ(δL, τ) (17)

ical
H he
G ,
. Optimization algorithm

The multiparameter crossover Helmholtz energy m
efined by Eqs.(12)and(13)contains the following system
ependent parameters: classical parametersam, im, jm,km,αm,
m, εmandγm in Eq.(1), the amplitudea20 of the kernel term
(τ) in Eq. (9), the Ginzburg numberGi and the crossove
ps

ρVRT
= 1 + δVΦ̂r

δ(δV, τ) (18)

ps

RT

(
1

ρV
− 1

ρL

)
− ln

(
ρL

ρV

)
= Φ̂r(δL, τ) − Φ̂r(δV, τ)

(19)

After the structure and coefficients of the class
elmholtz function were initially optimized, we found t
inzburg numberGi, the amplitudea20 in the kernel term
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and the crossover parametersm0, v1 andd1 in Eq.(11) from
a non-linear regression analysis (NRA). For this purpose, we
used the algorithm proposed by Levenberg and Marquardt
[13]. In the NRA, in addition to the linear experimental data
mentioned above, we also use the non-linearρ(P, T), Cp(T,
p), w(T, p) experimental data, as well as theCV(ρ, T) data
generated in the asymptotic critical region for CO2 with the
CREOS-97 program[34]. After the NRA procedure, using
the fixed values of the non-linear crossover parametersGi,
a20, m0 andd1 we repeat the STW regression for the opti-
mization of the structure of the crossover EOS and linear
coefficientsam. If the resulting structure-optimized crossover
EOS satisfies the defined statistical criteria, the optimiza-
tion is terminated; otherwise another cycle of the NRA with
the following STW regression is repeated till the statisti-
cal criteria are fully satisfied. In every optimization cycle,
each term in the crossover EOS is tested for its statistical
significance and intercorrelations; the least significant or sta-
tistically irrelevant terms are deleted or replaced by other
more representative terms selected from the term-bank. In
addition to the polynomial and exponential terms shown in
Eq.(2), the term-bank also includes specially designed Guas-
sian terms. These terms were added into the term-bank to
improve the representation of different thermodynamic prop-
erties along the saturation curve, as discussed by Span and
Wagner[15]. Because of the crossover formulation of the
G tro-
d e
t this
p tional
t Span
a w,
e thm
a cally
c -art
E
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data type taken from different sources must be used. The final
expression for the total weight of a single data-point is given
by:

Wn = ft

σ2
rn

= ft

σ2
yn

+∑K
k=1((∂yn/∂xk)σxk )

2
(21)

whereWn is the weight applied to a given data pointn, σ2
rn

the variance of that data point andft is a relative weight of the
selected data type given with respect to different data sources
which is applied uniformly to all data points from the selected
data source. For determination of the optimal values offt we
used the simplex method proposed by Nelder and Mead[35].

4. Results and discussion

In this work, we have chosen carbon dioxide as an example
to demonstrate the utility of the proposed GSTW algorithm.
Carbon dioxide is one of the most commonly used solvents
in supercritical extraction because its critical point temper-
ature is close to normal atmospheric temperature. The low
critical temperature of carbon dioxide makes it possible for
various chemical processes to be carried out in the critical
or extended critical region. This in turn requires accurate
thermodynamic descriptions in the region around the criti-
c e
l been
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STW algorithm, the non-analytical functional terms in
uced by Span and Wagner[15] were not included in th

erm-bank. For carbon dioxide, which was chosen in
aper as an example, the term-bank contains 169 func

erms, a bank that is much smaller than that used in the
nd Wagner[15] algorithm. However, as we will show belo
ven with this restricted term-bank the GSTW algori
llows us to develop a more compact and more physi
orrect (in the critical region) EOS than the state-of-the
OS developed by Span and Wagner[15].
An essential part of the GSTW regression algori

escribed above is a calculation of the statistical weight
he experimental data-points, which are used in the optim
ion procedure. The overall combination of the optimi
eights and careful selection of data points used in the re
ion determine the optimal EOS to be developed with
STW algorithm. In order to eliminate the random scatte

erms of the dependent experimental variableyn we use her
he Guassian error prorogation formula in the form

2
rn = σ2

yn
+

K∑
k=1

(
∂yn

∂xk
σxk

)2

(20)

here∂yn/∂xk has the effect of transferring the random s
er in the independent variablexk to the dependent variableyn.
or the calculation of∂yn/∂xk an EOS obtained in the prev
us step, or any other accurate EOS developed previous
e used. The varianceσ2

xk
is estimated from the experime

al uncertainties associated with the property measurem
or multi-property regression, relative weighting for a gi
al point. Since the CO2 critical point is easily reached in th
aboratory, extensive experimental measurements have

ade in the critical region for carbon dioxide and the data
ation is exceptionally good. From this point of view, car
ioxide serves as a reference substance for theoretica

es dealing with the critical region of pure fluids. Span
agner have published an international standard refe
OS for carbon dioxide in 1996[15]; therefore, we can als
ompare our results to this international standard equa
t is important to note that our objective in this study is
o replace the current international standard; rather w
rying to develop a more compact, yet accurate equatio
tate that is also valid in the critical region.

The selected experimental data set containsPρT, sec-
nd virial coefficient, isochoric heat capacity and spee
ound data. Speed of sound data were included into the
egression procedure only through their corresponding l
orms (∂P/∂ρ)T. In addition, data have been calculated fr
uxiliary equations (independent correlations of satura
roperties) in order to be able to apply the Maxwell co

ions for vapor–liquid equilibrium (VLE) boundary (e.g.,
hat we have both saturated densities and the vapor pres

given temperature). Span and Wagner[15] give complete
ists and critical evaluations of experimental data avail
or carbon dioxide; thus, for more information, the rea
s referred to that paper. The critical point parameters
n this work for carbon dioxide were identical to those u
y Span and Wagner, viz.,Tc = 304.1282 K,Pc = 7.3773 MPa
ndρc = 467.6 kg/m3. The universal gas constant was ta

o be 8.31451 J/mol K.
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Table 1
Coefficients and exponents of the MCEOS

m am im jm km αm βm γm ∈m
1 0.381610732× 100 1 0
2 −0.336280780× 101 1 2
3 0.200829312× 101 1 2.5
4 0.454298732× 10−1 2 −.5
5 0.228133353× 100 2 3
6 0.119698464× 10−1 4 0
7 0.359109876× 10−4 8 0
8 −0.222364636× 100 1 4 1
9 −0.193237919× 100 2 5 1

10 −0.823288163× 100 4 3 1
11 0.646314236× 10−1 4 5 1
12 −0.184330530× 10−1 6 4 1
13 −0.552448222× 10−1 1 5 2
14 −0.588413132× 10−1 2 5 2
15 0.521870986× 10−4 12 3 2
16 0.519231475× 100 4 2.5 1
17 −0.206590513× 10−1 3 16 3
18 0.155913678× 100 5 22 4
19 −0.136786172× 100 5 24 4
20 −0.246391224× 10−1 6 16 4
21 0.111040145× 10−1 7 24 4
22 −0.730952937× 10−3 2 1 25.62 324.2 1.03 1
23 0.297132390× 102 2 0 26.01 257.5 1.19 1
24 −0.133881934× 103 2 1 24.94 332.6 1.18 1
25 −0.801505391× 106 3 3 16.74 308.9 1.23 1
26 0.813279901× 106 3 3 16.75 309.1 1.23 1

Table 2
System-dependent crossover parameters of the MC EOS

Parameter Value

a20 0.1715145× 103

1/Gi 0.2237161× 103

d1 −0.1759147
v1 0.1204884
m0 0.7012238
b0 1.0

A 26-term, structure optimized multiparameter crossover
equation of state (MC EOS) has been developed using the
GSTW algorithm. The structure of MC EOS is given by:

�(δ, t) = �r(δ, t) +�id(δ, t) (22)

�r(δ, t) =
7∑
m=1

am δ
imtjm +

21∑
m=8

am δ
imtjm exp(−δkm )

+
26∑
m=22

amδ
imtjm e−αm(δ− ∈m)2−βm(t−γm)2 (23)

The ideal part of the dimensionless Helmholtz energy is
taken from Span and Wagner’s work[15]. The values of the
exponents and coefficients in Eq.(23)are given inTable 1. In
addition, the MC EOS also contains five crossover parame-
ters, which are listed inTable 2. InTable 3, we give the overall
statistical comparison between the MC EOS and the state-of-
the-art EOS by Span and Wagner[15]. Detailed comparisons
of the MC EOS and the SW EOS[15] with experimental data
can be found in Ref.[36]; here, we show only comparisons
in some typical thermodynamic states.

The deviations between the experimental saturation prop-
erties and the corresponding values calculated from Eq.(22)
by using the phase equilibrium condition are essentially iden-
t -
s id
a
∼ m
t and
M en-
t

a and
t -

Table 3
Statistical comparison between the MC EOS and Span and Wagner’s EOS

Property Number of data MC EOS, %

AADa BIASb

Ps(T)d 88 0.001 0.000
ρL(T)d 88 0.003 −.002
ρV(T)d 88 0.006 0.001
B(T) 32 0.375 0.212
ρ(p, T) 3901 0.103 −.023
P(ρ, T) 3901 0.335 0.059 9
CV(T, ρ) 751 3.864 −1.67
Cα(T) 77 0.513 0.002
Cp(T, p)e 359 1.571 −.348
W(T, p)f 406 0.590 0.120
Ws(T)f 41 0.840 0.270 0

a AAD: average absolute deviation.
b BIAS: average deviation.
c RMS: reduced mean square.
d Calculated from auxiliary equations in Span and Wagner’s work[15].
e Used only in non-linear fit.
f Linearized data used in linear regression.
ical to those obtained with the SW EOS[15]. Vapor pres
ure data are represented to within±0.01%. Saturated liqu
nd vapor densities are represented within±0.02% up to
303.6 K (Tr = 0.998). Approaching the critical point fro

his value, deviations in density increase for both the SW
C EOS, but these deviations are still within the experim

al uncertainty.
High quality PρT data sets for carbon dioxide[37–40]

re available in the region with pressures up to 13 MPa
emperatures up to 360 K.Figs. 2 and 3show that the rep

Span and Wagner, %

RMSc AAD BIAS RMS

0.002 0.012 −0.004 0.012
0.006 0.005 −0.004 0.005
0.013 0.014 −0.007 0.018
0.492 0.491 −0.089 0.552

0.328 0.069 −0.019 0.266
3.079 0.278 0.072 3.05

4.903 3.360 −0.668 4.418
0.842 0.556 −0.109 0.891

3.154 1.356 −0.029 2.749
1.180 0.460 −0.070 0.860
1.370 0.680 0.190 1.21
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Fig. 2. Relative deviation of accurate data in sub-critical region from values
calculated from the MC EOS (solid diamonds). Values calculated from the
reference SW are plotted as comparison (upward triangles).

Fig. 3. Relative deviation of accurate data in extended critical region from
values calculated from the MC EOS (solid diamonds). Values calculated
from the reference SW are plotted as comparison (upward triangles).

Fig. 4. Relative deviation of accurate data in super-critical region from val-
ues calculated from the MC EOS (solid diamonds). Values calculated from
the reference SW are plotted as comparison (upward triangles).

resentations of these data by the MC EOS and SW EOS
are within their experimental uncertainties. In the extended
region where pressures are up to 30 MPa and temperatures
are up to 523 K[41,42], the representation of the data by
MC EOS is similar to SW EOS except in the region of
337 K≤T≤ 344 K, as shown inFig. 4. However, the maxi-
mum observed deviation is less than±0.15% in density.

The deviations between values of the specific isobaric heat
capacity calculated from the MC EOS and reliable measure-
ments ofCp [43–46]are given inFig. 5. The comparison of
these data in the gas phase and supercritical regions shows
the MC EOS predicts the isobaric heat capacity to within
±0.15%, slightly higher than the experimental uncertainty.
Except in the regionT= 363K andP> 10 MPa, the predic-
tions of the MC EOS agree well with those of the SW EOS.
As mentioned in the previous section, the caloric behavior
of MC EOS is not based on isobaric heat capacity since it
is difficult to linearize and include in the linear-least squares
regression. The SW EOS is, however, based on precise iso-
baric heat capacity and speed of sound data. Despite this
difference, the MC EOS produces the same accuracy as the
SW EOS does for the selected data. Deviations of the spe-
cific isochoric heat capacity in gas and liquid phases[47,48]
are presented inFig. 6. As one can see fromFig. 6, the MC
EOS shows accuracy similar to the SW EOS along different
isochoric curves. As Span and Wagner have pointed out, the
l to the
u agee

arge deviations seen in the gas phase are probably due
ncertainty in the data. At high densities, the data by M
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Fig. 5. Relative deviation of selected isobaric heat capacity data from values calculated from the MC EOS (solid diamonds). Values calculated from the reference
SW are plotted as comparison (upward triangles).

and Ely[47] are considered as the most reliable results in the
liquid state and the MC EOS predicts these data well.

The representation of speed of sound data is a sensitive
test of the quality of an EOS for carbon dioxide, especially in
the supercritical region and the high-pressure regions.Fig. 7
illustrates the representation of speed of sound data on two
representative isotherms from the data set of Novikov and
Trelin [49]. The MC EOS gives almost identical predictions

as the SW EOS. Prior to this work, the SW EOS was the only
EOS, which was capable of reproducing the measurements
at 373 K. Not shown in this figure are comparisons with the
newer data of Trusler and Estrada-Alexanders[50] that were
not available in the development of the SW EOS and were
not used in the development of the MC EOS. Comparisons
to these data with the MC EOS show an AAD of 0.1% with
an RMS deviation of 0.11% for the 61 data points reported.

F om val ed from t
r

ig. 6. Relative deviation of selected isochoric heat capacity data fr
eference SW are plotted as comparison (upward triangles).
ues calculated from the MC EOS (solid diamonds). Values calculathe
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Fig. 7. Relative deviation of speed of sound data in super-critical region from
values calculated from the MC EOS (solid diamonds). Values calculated
from the reference SW are plotted as comparison (upward triangles).

In order to detail the representation of thermodynamic
properties in the immediate vicinity of the critical point with
the MC and SW EOS, values calculated from a theoretically
based crossover model (CREOS97)[34] are included in our
comparisons. These data are needed due to the lack of exper-
imental measurements asymptotically close to the critical
point. Comparisons between the MC EOS and SW EOS for
the isochoric heat capacity and speed of sound along the near-
critical isotherm versus reduced density are shown inFig. 8.
As is seen in this figure the SW EOS is unable to describe
the divergence of the specific isochoric heat capacity and the
speed of sound along the isothermal curve asymptotically

Fig. 9. The isochoric heat capacity of carbon dioxide along the critical iso-
chores as a function of reduced density. The solid curve represents values
calculated from the crossover model, the dashed curve corresponds to values
calculated from the MC EOS, and the dotted-dashed curve indicates values
from the SW EOS. The circles represent experimental values by Abdulaga-
tov et al.[51].

close to the critical point (down to dimensionless temperature
departureτ = 10−7 ). However, the MC EOS predicts asymp-
totic behavior similar to CREOS97. In the regions away from
the critical point, all three equations agree in their predictions.

F ioxide solid curv
r rve co ndicates
f

ig. 8. The isochoric heat capacity and speed of sound of carbon d
epresents values calculated from the crossover model, the dashed cu
rom the SW EOS.
along near-critical isotherms as a function of reduced density. Thee
rresponds to values from the MC EOS, and the dotted-dashed curve ivalues
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Fig. 10. The isochoric heat capacity of carbon dioxide along the critical
isochore as a function of reduced density. The solid curve represents values
calculated from the crossover model, the dashed curve corresponds to values
calculated from the MC EOS, and the dotted-dashed curve indicates values
from SW EOS. The circles represent experimental values by Abdulagatov
et al.[51].

We also have compared the MC EOS and SW EOS along
the critical isochore below and above the critical point with
the results being shown inFigs. 9 and 10. Clearly, the three
equations give identical results along the critical isochore
below the critical point. However, the situation is different
when comparisons are made along the critical isochore above
the critical point as shown in the right half ofFigs. 9 and 10.
Asymptotically close to the critical point (in the region
1.0005≤T/Tc ≤ 1.003), the MC EOS and CREOS97 give the
same behavior for the isochoric heat capacity while the SW
EOS does not follow the trend. Away from the critical point,
the SW EOS rejoins the CREOS97 curve but the MC EOS
shows some departure. The experimental measurements by
Abdulagatov et al.[51] shown inFigs. 9 and 10were included
during the development of the MC EOS, however, they were

F re as
a ulated
f culated
f d from
S

not available when SW EOS and CREOS97 were developed.
Therefore, the MC EOS follows the data trend of these exper-
imental measurements while the other two models do not.

In Fig. 11, the asymptotic behavior of speed of sound
in the vicinity of the critical point is shown. The MC EOS
gives the same asymptotic behavior (infinitely small) of the
speed of sound as CREOS97, while SW EOS shows some
deviations asymptotically close to the critical point. The
departure of MC EOS from CREOS97 and SW EOS away
from the critical point can also be explained by the addi-
tion of experimental measurements by Abdulagatov et al.
[51] that were not available when the first two EOS models
were fit.

5. Conclusions

Empirical multiparameter equations of state obtained from
experimental data sets by the means of linear or non-linear
regression allow accurate description for the thermodynamic
properties over a wide-range of states. However, these equa-
tions cannot predict the correct asymptotic behavior in the
vicinity of the critical point. Therefore, non-analytical terms
need to be added to the EOS during the regression to over-
come this shortcoming. Several examples of this type of EOS
have already been developed for carbon dioxide, nitrogen and
w scrip-
t tical
p the
s y of
t sed
a red to
o clud-
i

ua-
t totic
b ce
t it is
a k of
K ver
E hile
r itical
p s, the
c tems
w

this
p ation
i cor-
r ized
w rela-
t sible
t m an
o

ing
t MC
E and
ig. 11. The speed of sound of carbon dioxide along the critical isocho
function of reduced density. The solid curve represents values calc

rom the crossover model, the dashed curve corresponds to values cal
rom MC EOS, and the dotted-dashed curve indicates values calculate
W EOS.
ater, etc. Even though these equations improve the de
ion of the thermal and caloric properties close to the cri
oint, they fail to describe the asymptotic behaviors for
pecific isochoric heat capacity in the immediate vicinit
he critical point. Furthermore, the non-analytical terms u
re usually substance specific and cannot be transfer
ther fluid systems directly, i.e., the parameters used (in

ng the exponents) have to be redefined.
Incorporation of the crossover formulation into the eq

ion of state gives an accurate description of the asymp
ehavior in the immediate vicinity of the critical point. Sin

he crossover formulation obeys universal scaling laws,
pplicable to different fluid systems. In the previous wor
iselev and Friend[22], it has been shown that the crosso
OS improves the description in the critical region w

etaining the same accuracy in regions away from the cr
oint. Once given the appropriate crossover parameter
rossover EOS could be easily applied to different sys
ith high accuracy.
The selection and optimization algorithm proposed in

aper enables the incorporation of the crossover formul
nto a multiparameter equation of state. Because of the
ect behavior given by the crossover part and the optim
eights for the experimental data points, the intercor

ions in the terms in the EOS are reduced and it is pos
o develop a compact but accurate crossover EOS fro
ptimization procedure based on stepwise regression.

A MC EOS for carbon dioxide was developed by apply
he proposed algorithm. There were only 26 terms in the
OS, more compact than the reference EOS by Span
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Wagner[15]. In a wide-range of states away from the critical
point, the MC EOS shows agreement with the reference EOS
for the description of thermodynamic properties. However,
in the immediate vicinity of the critical point, the advantages
of the crossover EOS are clear, especially in its description
of the caloric properties.

The goal of this work was not to develop a new state-
of-the-art EOS for the thermodynamic surface for carbon
dioxide; rather it was focused on the development of opti-
mization algorithm with a crossover formulation included.
We realize that the difference between the MC EOS and
SP EOS appears only extremely close to the critical point
(0 < |τ| ≤ 10−4) where no experimental data are available.
Out of this critical region (at|τ| > 10−4), both equations are
practically equivalent. Therefore, for practical engineering
calculations one can use either of these two equations. Fur-
ther research will be carried out on the application of the new
algorithm proposed in this paper to other fluids of engineering
interest.

List of symbols
am coefficients of the crossover equation of state
a20 coefficient of the kernel term
A Helmholtz energy per mole
C
C
G
i
j
k
K
m
M
P
q
R
S
T
t
V
W
Y
Z

Greek letters
α critical exponent
β critical exponent
δ dimensionless density
γ critical exponent, exponent of equation of state
ε exponent of equation of state
σ saturation
µ0 analytical function of temperature
τ dimensionless temperature difference
ρ density
Φ dimensionless Helmholtz energy
∆ difference
∆1 critical exponent
η order parameter
�Φ critical part of dimensionless Helmholtz energy
Φ̂r crossover form of the residual Helmholtz energy

Superscripts
id ideal gas part
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Subscripts
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L liquid
s
t
V

A
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A

T
T z energΦ (

P

P

S

I

I

p specific isobaric heat capacity
V specific isochoric heat capacity
i Ginzburg number

exponents of equation of state
exponents of equation of state
exponents of equation of state
kernel term

0, d1, v1 crossover parameters
molecular weight, length of equation of state
pressure
argument of crossover function
molar gas constant
entropy
temperature
dimensionless temperature
volume
speed of sound
crossover function
compressibility

able A.1
hermodynamic properties in the form of the dimensionless Helmholt
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ressure,P (ρ, T)

econd virial coefficient,B (T )

sochoric heat capacity,CV(ρ, T)
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ppendix A. Equation of state derivatives

SeeTables A.1–A.5.

yδ, t)

Dimensionless functional form
P(ρ,T )
ρRT

= 1 + δ�r
δ

ρcB(T ) = limδ→0(�r
δ)

CV (ρ,T )
R

= −t2(�id
tt +�r

tt)

Cp
R

= CV
R

+ (1+δ�r
δ
−δt�r

δt
)2

(1+2δ�r
δ
+δ2�r

δδ
)
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Table A.1 (Continued)

Property Dimensionless functional form

Speed of sound,u(P, T) u2(P,T )
RT/MW

= Cp(P,T )
CV (ρ,T ) (1 + 2δ�r

δ + δ2�r
δδ)

Enthalpy,H(ρ, T) H(ρ,T )
RT

= 1 + t�id
t + t�r

t + δ�r
δ

Gibbs free energy,G(ρ, T) G(ρ,T )
RT

= 1 +�id +�r − δ�r
δ

Entropy,S(ρ, T) S(ρ,T )
R

= −(�id +�r − t�id
t − t�r

t )

Internal energy,U(ρ, T) U(ρ,T )
RT

= t(�id
t +�r

t )

Derivative of pressure,
(
∂P
∂ρ

)
T

(
∂P
∂ρ

)
T

= RT (1 + 2δ�r
δ + δ2�r

δδ)

Derivative of pressure,
(
∂P
∂T

)
ρ

(
∂P
∂T

)
ρ

= Rρ(1 + δ�r
δ − δt�r

δt)

Fugacity coefficient, ln[ϕ(P, T )] = ∫ P
0

[
1
ρRT

− 1
P

]
dP ln ϕ = �r + δ�r

δ − ln(1 + δ�r
δ)

Joule–Thomson coefficient,µ(P, T ) = (∂T/∂P)h µRρ = −(δ�r
δ
+δ2�r

δδ
+δt�r

δt
)

(1+δ�r
δ
−δt�r

δt
)2−t2(�id

tt +�r
tt )(1+2δ�r

δ
+δ2�r

δδ
)

Subscripts denote derivatives with respect to the indicated variable.

Table A.2
Derivatives with respect toδ andt of the polynomial and exponential terms in the residual part of Helmholtz energy

Derivative Expression

�r
Pol

M1∑
m=1

amδ
im tjm

�r
Pol,δ

(
∂�r

Pol
∂δ

)
t
=

M1∑
m=1

amimδ
im−1tjm

�r
Pol,δδ

(
∂2�r

Pol
∂δ2

)
t

=
M1∑
m=1

amim(im − 1)δim−2tjm

�r
Pol,δδδ

(
∂3�r

Pol
∂δ3

)
t

=
M1∑
m=1

amim(im − 1)(im − 2)δim−3tjm

�r
Pol,t

(
∂�r

Pol
∂t

)
δ
=

M1∑
m=1

amjmδ
im tjm−1

�r
Pol,tt

(
∂2�r

Pol
∂t2

)
δ

=
M1∑
m=1

amjm(jm − 1)δim tjm−2

�r
Pol,δt

(
∂2�r

Pol
∂δ∂t

)
=

M1∑
m=1

amimjmδ
im−1tjm−1

�r
Pol,δtt

(
∂3�r

Pol
∂δ∂t2

)
=

M1∑
m=1

amimjm(jm − 1)δim−1t
j
m−2

�r
Exp

M2∑
m=M1+1

amδ
im tjm exp(−γmδkm )

�r
Exp,δ

(
∂Φr

Exp
∂δ

)
t

=
M2∑

m=M1+1
amδ

im−1(im − γmkmδkm )tjm exp(−γmδkm )

�r
Exp,δδ

(
∂2�r

Exp

∂δ2

)
t

=
M2∑

m=M1+1
amδ

im−2[(im − γmkmδkm )(im − 1 − γmkmδkm ) − (γmkm)2δkm ]tjm exp(−γmδkm )

�r
Exp,δδδ

(
∂3�r

Exp

∂δ3

)
t

=
M2∑

m=M1+1
amδ

im−3tjm exp(−γmδkm )




(im − 3 − γmkmδkm )[(im − γmkmδkm )(im − 1 − γmkmδkm ) − (γmkm)2δkm ]

+[im − 1 − γmkmδkm − 2(γmkm)2δkm ](im − γmkmδkm ) − km(γmkm)2δkm



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Table A.2 (Continued)

Derivative Expression

�r
Exp,t

(
∂�r

Exp
∂t

)
δ

=
M2∑

m=M1+1
amjmδ

im tjm−1 exp(−γmδkm )

�r
Exp,tt

(
∂2�r

Exp

∂t2

)
δ

=
M2∑

m=M1+1
amjm(jm − 1)δim tjm−2 exp(−γmδkm )

�r
Exp,δt

(
∂2�r

Exp
∂δ∂t

)
=

M2∑
m=M1+1

amjmδ
im−1(im − γmkmδkm )tjm−1 exp(−γmδkm )

�r
Exp,δtt

(
∂3�r

Exp

∂δ∂t2

)
=

M2∑
m=M1+1

amjm(jm − 1)δim−1(im − γmkmδkm )tjm−2 exp(−γmδkm )

Table A.3
Derivatives with respect toδ andt of Gaussian terms in the residual part of Helmholtz energy

Abbreviation Derivatives

�r
GS

M3∑
m=M2+1

amt
imδjm e−αm(δ− ∈m)2−βm(t−γm)2

�r
GS,δ

(
∂�r

GS
∂δ

)
t
=

M3∑
m=M2+1

amt
imδjm e−αm(δ− ∈m)2−βm(t−γm)2

[
jm
δ

− 2αm(δ− ∈m)
]

�r
GS,δδ

(
∂2�r

GS
∂δ2

)
t

=
M3∑

m=M2+1
amt

imδjm e−αm(δ− ∈m)2−βm(t−γm)2 ·
[(

jm
δ

− 2αm(δ− ∈m)
)2 − jm

δ2
− 2αm

]

�r
GS,δδδ

(
∂3�r

GS

∂δ3

)
t

=
M3∑

m=M2+1
amt

imδjm e−αm(δ− ∈m)2−βm(t−γm)2 ·




[(
jm

δ
− 2αm(δ− ∈m)

)2

− jm

δ2
− 2αm

][
jm

δ
− 2αm(δ− ∈m)

]

+2

(
jm

δ
− 2αm(δ− ∈m)

)(
− jm
δ2

− 2αm

)
+ 2

jm

δ3




�r
GS,t

(
∂�r

GS
∂t

)
δ
=

M3∑
m=M2+1

amt
imδjm e−αm(δ− ∈m)2−βm(t−γm)2

[
im
t

− 2βm(t − γm)
]

�r
GS,tt

(
∂2�r

GS
∂t2

)
δ

=
M3∑

m=M2+1
amt

imδjm e−αm(δ− ∈m)2−βm(t−γm)2 ·
[(

im
t

− 2βm(t − γm)
)2 − im

t2
− 2βm

]

�r
GS,δt

(
∂2�r

GS
∂δ∂t

)
=

M3∑
m=M2+1

amt
imδjm e−αm(δ− ∈m)2−βm(t−γm)2 ·

[
jm
δ

− 2αm(δ− ∈m)
] [

im
t

− 2βm(t − γm)
]

�r
GS,δtt

(
∂3�r

GS
∂δ∂t2

)
=

M3∑
m=M2+1

amt
imδjm e−αm(δ− ∈m)2−βm(t−γm)2 ·

[
jm
δ

− 2αm(δ− ∈m)
] [(

im
t

− 2βm(t − γm)
)2 − im

t2
− 2βm

]

Table A.4
Thermophysical properties in terms of the crossover dimensionless residual Helmholtz energy�̂r(δ, t)

Property Dimensionless functional form

Enthalpy h(ρ,T )
RT

= 1 + t�id
t + t�̂r

t + δ�̂r
δ

Gibbs free energy g(ρ,T )
RT

= 1 +�id + �̂r − δ�̂r
δ

Pressure p(ρ,T )
ρRT

= 1 + δ�̂r
δ

Entropy s(ρ,T )
R

= −(�id + �̂r − t�id
t − t�̂r

t )

Internal energy u(ρ,T )
RT

= t(�id
t + �̂r

t )

Isochoric heat capacity CV (ρ,T )
R

= −t2(�id
tt + �̂r

tt)
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Table A.4 (Continued)

Property Dimensionless functional form

Isobaric heat capacity
Cp
R

= CV
R

+ (1+δ�̂r
δ
−δt�̂r

δt
)
2

(1+2δ�̂r
δ
+δ2�̂r

δδ
)

Second virial coefficient ρcb(T ) = ρc limδ→0

(
δ�̂r
δ
ρ

)

Speed of sound w2(ρ,T )
RT/M

= Cp(ρ,T )
CV (ρ,T ) (1 + 2δ�̂r

δ + δ2�̂r
δδ)

Table A.5
Derivatives of the dimensionless crossover Helmholtz energy(
∂�̂r

∂δ

)
t
= d�̂r

dδ +
(
∂�̂r

∂δ̄

)
t̄,t

(
∂δ̄
∂δ

)
t
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∂t̄
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t
+
(
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t(

∂�̂r
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Table A.5 (Continued)(
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