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In this work, we extend the pure fluid crossover statistical associating fluid theory (HRX-SAFT) equation of
state (EOS) (Kiselev et al.,Fluid Phase Equilib.2001, 183-184, 53) to fluid mixtures of polar and associating
components. HRX-SAFT incorporates non-analytic scaling laws in the critical region and is transformed into
the analytical, classical HR-SAFT EOS far away from the critical point. Pure CO2, H2O, and CH3OH are
modeled as associating chain molecules with two association sites (i.e., model 2B). For all three pure substances,
the HRX-SAFT EOS reproduces the vapor pressure data from the triple point to the critical temperature with
an average absolute deviation (AAD) of about 1%, the saturated liquid and vapor densities with an AAD of
about 1-3%, and the single-phase pressures in the one-phase region with an AAD of about 2-3%. Using
classical composition-dependent mixing rules, we have also applied the HRX-SAFT EOS to binary mixtures.
For the non-association terms in the classical HR-SAFT, we used the vdW1 mixing rules with one constant
binary interaction parameter (kij). For the mixture association term, we assumed that there is cross association
between the carbon dioxide oxygens and the hydrogens in methanol and water. The HRX-SAFT mixture
model was tested against extensive experimental data for VLE,PVTx, and excess properties in carbon dioxide
+ water, carbon dioxide+ methanol, and water+ methanol mixtures.

1. Introduction

Strong attractive interactions between molecules in associating
fluids impact their thermodynamic and structural properties.
Because of this, determining the thermodynamic properties and
the phase behavior of mixtures containing associating and
hydrogen bonding fluids is an extremely challenging task. The
statistical associating fluid theory (SAFT) equations of state
(EOS) proposed in the late 1980s by Chapman and co-
workers1-3 and also by Huang and Radosz (HR-SAFT)4-6 are
probably the first molecular-based equations that addressed this
problem. Based on the thermodynamic perturbation theory of
Werthiem,9-12 the SAFT equations1-8 and their different
modifications (for a review, see refs 13 and 14) appear to be
an effective tool for describing thermodynamic properties and
phase equilibria of associating and complex fluids. However,
similar to all analytical EOS, the SAFT models aremean field
equations that fail to reproduce the non-analytical, singular
behavior caused by long-scale density fluctuations in the critical
region. Therefore, they are incapable of simultaneously repro-
ducing the critical parameters and the vapor-liquid equilibria
(VLE), PVT, and excess property data in liquid and vapor phases
in and beyond the critical region with a single set of molecular
parameters. For this purpose, the so-called crossover equations
of state15 should be used.

A general method for incorporating long-range density
fluctuations into any classical-analytical equation was proposed
by Kiselev.16 For the last 5 years, this procedure has been
successfully applied to different types of equations of state,
including cubic,17-20 SAFT,21-26 and empirical multi-parameter

equations.27 In this paper, we continue a study initiated in our
previous work on the HR-SAFT EOS22 and develop a crossover,
HRX-SAFT, EOS for binary mixtures. First, we have developed
a HRX-SAFT EOS for pure carbon dioxide, water, and
methanol. Second, using the classical mixing rules in terms of
composition, we developed the HRX-SAFT EOS for binary
mixtures of carbon dioxide, water, and methanol.

We proceed as follows. In Section 2, we describe the original
SAFT EOS for mixtures and describe a general procedure for
transforming it into the crossover form. In Section 3, we develop
a HRX-SAFT EOS for pure components and binary mixtures
and provide an extensive comparison with experimental data.
Our results are summarized and discussed in Section 4.

2. Thermodynamic Model

2.1. Classical SAFT Equation of State for Mixtures.A brief
description of HR-SAFT for mixtures is given here. The readers
are referred to the original paper for details.6 In SAFT, residual
Helmholtz energy is a sum of terms that represent the repulsive
and attractive interactions in the system:

where A is the Helmholtz energy,a is the dimensionless
Helmholtz energy,nm is the number of moles,R is the gas
constant,T is the absolute temperature, and the superscripts stand
for residual, hard-sphere, dispersion, chain, and association,
respectively.

For the hard-sphere mixtures, the equation proposed by
Mansoori et al.28 is used:
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where

In eqs 2 and 3,NAv is the Avogadro number,F is the molar
density,mi is the number of segments of componenti, di is the
temperature-dependent segment diameter of componenti, and
xi is the mole fraction of componenti.

In HR-SAFT, the dispersion term proposed by Chen and
Kreglewski29 is used:

whereτ ) 0.74048,Dmn values are universal constants,4 and

Here,kij is the binary interaction parameter fitted to experimental
data and (Vo)i is the temperature-dependent segment volume of
pure componenti in a closed-packed arrangement.

For the chain term, it is given by

whereghs(di) is the radial distribution function for hard-sphere
fluid mixtures evaluated at contact

To calculate the fractions of nonbonded associating molecules
and their derivatives, we use the generalized procedure by Tan
et al.30 The association term is written as

where the fraction of associating moleculesi not bonded at site
j is given by the mass-action equation:

In eqs 10 and 11,Si
j is the number of association sites of

type j in each molecule of componenti, n is the number of
components in the mixture, ands is the number of association-
site types.∆ki

lj is the association strength between site typel in
componentk and site typej in componenti and is approximated
by1

where κki
lj is a measure of the volume available for bonding

between site of typel in componentk with site of type j in
componenti, ε ki

lj is the well depth of the site-site interaction
potential between site of typel in componentk with site of
type j in componenti, ghs(σki) is the hard-sphere pair correlation
function evaluated at contact, andσki is the cross segment
diameter.

The advantage of the generalized procedure used in this work
is that the high-order derivatives ofXi

j are very simple to
obtain and can be written in a matrix form:

where the matrix [Λpq] has an order of (s × n) × (s × n) with

and the other two matrices have the order of (s × n) × 1.
As described in Tan et al.,30 the elements of matrix [Λpq] do
not depend on variablesyn, but those of matrix [Ψp

yn] do.
The expressions of [Λpq] as well as those of matrices [Ψ] for
first-order derivatives and commonly used second-order deriva-
tives of Xi

j are given in ref 30. Matrices [Ψ] for the third-
order derivatives needed in this work are given in the Appen-
dix.

2.2. Crossover HR-SAFT EOS.The general procedure for
transforming an analytical EOS into the crossover form has
been described in detail elsewhere.16,19Following this approach,
we first formally split the dimensionless classical Helmholtz
free energya(T, V) for the HR-SAFT EOS in two contribu-
tions:

where the critical,∆a(∆T, ∆V), and background,abg(T, V), parts
are given by

∆T ) T/T0c - 1 and∆V ) V/V0c - 1 are dimensionless distances
from the classical critical temperatureT0c and molar volume
V0c, respectively;Ph0(T) ) P0(T, V0c)V0c/RT is the dimensionless
pressure;a0

res(T) ) ares(T, V0c) is the dimensionless residual part
of the Helmholtz energy along the critical isochoreV ) V0c;
andaid(T) is the dimensionless temperature-dependent ideal gas
Helmholtz free energy.

In the second step, we replace the classical values of∆T
and∆V in the critical part∆a(∆T, ∆V) with the renormalized
values:22,31
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whereR ) 0.11,â ) 0.325, andγ ) 2 - 2â - R ) 1.24 are
universal nonclassical critical exponents;32,33τ ) T/Tc - 1 is a
dimensionless deviation of the temperature from the true critical
temperatureTc; æ ) V/Vc - 1 is a dimensionless deviation of
the molar volume from the true critical molar volumeVc; ∆Tc

) (Tc - T0c)/T0c , 1 and ∆Vc ) (Vc - V0c)/V0c , 1 are
dimensionless shifts of the critical temperature and volume,
respectively; andY(q) ) Υ(q)1/∆1 denotes a crossover function,
whereΥ(q) is a crossover function introduced in our previous
works.22,31,34

In this work we use a simple phenomenological expression
for the crossover functionY(τ, æ):

where the renormalized distance to the critical pointq is found
from a solution of the crossover sine model (SM):34

The coefficientsm0, V1, and the Ginzburg numberGi are system-
dependent parameters, while the parameterb2 ) bLM

2 = 1.359
is a universal linear model (LM) parameter.34 The crossover
SM as given by eq 21 is physically equivalent to the crossover
sine model developed earlier22,31,34but without the rectilinear
term and with a different empirical term∝ V1 exp(- 10æ),19

which provides the physically obvious conditionY ) 1 at the
liquid triple point. Finally, the HRX-SAFT expression for the
Helmholtz free energy can be written in the form:

The principle of the critical point universality35-37 implies
that, in order to obtain a crossover EOS for mixtures, mixing
rules in terms of a “field” variable (the chemical potential of a
mixture µ ) µ2 - µ1 ) (∂A/∂x)T,V) rather than the “density”
variable (the compositionx) should be used. In this case, the
parametersTc, Pc, and Vc in eqs 18-21 are the real critical
parameters of a mixture, determined from the critical-point
conditions:

This approach has been used for developing the GCS-FV model
for binary mixtures based on a simple cubic EOS, for which
the critical conditions, eq 23, can be solved analytically.19

Unfortunately, this is not a case for the SAFT EOS. Even for
pure fluids, the critical parameters in the SAFT EOS can only
be found numerically, and evaluation of the critical parameters
in mixtures requires special, time-consuming algorithms. It was
shown by Kiselev and co-workers,18,19,34,38however, that if one
is not interested in reproducing all scaling laws asymptotically
close to the critical point of a binary mixture, the classical
mixing in terms of composition can be used. Thus, in this work

we have adopted the mixing rules in terms of composition. In
this case the parametersTc, Pc, andVc in the HRX-SAFT EOS
for mixtures are the pseudo-critical parameters, and the classical
critical molar density and temperature (i.e.,F0c(x) andT0c(x))
are obtained by solving the criticality conditions:

where the crossover EOS can be obtained by differentiation of
eq 22 with respect to volume:

OnceF0c and T0c are known, the critical pressureP0c can be
also obtained.

3. Comparison with Experimental Data

3.1. Pure Components.To apply the HRX-SAFT EOS to
mixture calculations, one needs first to know the pure component
parameters. The HRX-SAFT EOS for pure fluids contains five
classical parameters (the segment numberm, the segment
volume Voo (or σ), the segment energyuo, the well depth of
site-site potentialε, and the volume bonding parameterκ) and
three crossover parameters (the coefficientsm0, V1, and the
Ginzburg numberGi). To reduce the number of the adjustable
parameters and make the model more predictive we setm0 ) 1
and expressed the coefficientV1 in eq 21 as a function of the
inverse Ginzburg numberg ) Gi-1:

where the coefficientsV01 ) 8.7433‚10 - 4 andV11 ) 0.87136
were found by fitting the HRX-SAFT EOS with vapor-liquid
density data for several fluids. After these simplifications, only
six parameters remain in the model:m, Voo (or σ), uo, ε, κ, and
the Ginzburg numberGi. These parameters were found from
fits of the HRX-SAFT EOS to the VLE and one-phasePVT
data of the three substances studied in this work. Since the
carbon dioxide has a strong quadruple moment, it can form
complexes with water and methanol. Therefore, following
Button and Gubbins,39 we also treated carbon dioxide as an
associating fluid. All system-dependent parameters for pure
carbon dioxide, water, and methanol are listed in Table 1.

Since the results for methanol are very similar to those
obtained in our previous work,22 they are not considered here,
but comparisons with experimental data for carbon dioxide and

Table 1. System-Dependent Parameters in the HRX-SAFT EOS for
Pure Components

parameter CO2 H2O CH3OH

Voo (mL‚mol-1) 7.61186616 1.18482926‚101 1.14021730‚101

m 2.59046832 1.23627004 2.02399874
u0/kB (K) 1.50368095‚102 3.18950112‚102 1.90936260‚102

ε/kB (K) 1.07689612‚103 2.86888707‚103 2.74216117‚103

κ 8.79956038‚10-3 4.96889665‚10-2 5.67861645‚10-2

Gi 6.10904160‚10-2 3.41091396‚10-1 1.82406957‚10-1

Mw 44.010 18.0152 32.0420
Tc (K)a 304.120 647.096 512.750
Fc (mol‚L-1)a 10.7625 17.8738 8.27000
Pc (bar)b 73.3650 220.619 81.1849

a Experimental values adopted from Table 1 in ref 19.b Calculated with
the HRX- SAFT EOS.
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water are shown in Figures 1-3. For both fluids, excellent
agreement between the HRX-SAFT predictions and experimen-
tal VLE andPVTdata in a wide range of the state parameters,
including the nearest vicinity of the critical point, is observed.
For all three substances, the HRX-SAFT EOS reproduces the
vapor pressure data from the triple point to the critical
temperature with an average absolute deviation (AAD) of about
1%, the saturated liquid and vapor densities with an AAD of
about 1-3%, and the single-phase pressures in the one-phase
region with an AAD of about 2-3%. At lower temperatures
the HRX-SAFT EOS heats of vaporization for water deviate
by about 5-8% from the values calculated with the IAPWS-
95 Formulation.40 We note however that, since these data were
not used for the optimization of the HRX-SAFT EOS, the
predictions of the model for∆HV shown in Figure 3 are still
very reasonable.

3.2. Binary Mixtures. As we mentioned above, we treated
pure carbon dioxide as an associating fluids with two non-
hydrogen bonding sites:

and considered the hydrogen bonding type of interaction in
methanol

and water

This definition of bonding sites requires us to introduce into
the HRX-SAFT EOS model cross-interaction parametersκki

lj

andεki
lj . As one can see from Table 1, the C-O interaction in

carbon dioxide is almost three times weaker than the hydrogen
bonding interaction in methanol and water. Therefore, for
simplicity, for the cross-interaction in the carbon dioxide (1)+
methanol (2) and carbon dioxide (1)+ water mixtures (2) we
set

In water and methanol the interaction is hydrogen bonding;
therefore, for the cross-interaction parameters in water (1)+
methanol (2) mixtures we set

In both cases, for the Ginzburg numberGi and coefficientV1 in
all mixtures we used simple linear relationships:

(where superscripts “0” and “1” denote the first,x ) 0, and
second,x ) 1, components of the mixture, respectively), and
the coefficientsκ12

13 and ε12
13 were treated as adjustable model

parameters. The values of the system-dependent constants in
the HRX-SAFT EOS for binary mixtures are listed in Table 2.

Figure 1. PFT data (symbols) for carbon dioxide53,54 with predictions of
the HRX-SAFT model (curves). The empty symbols correspond to the one-
phase region, and the filled symbols indicate the VLE data.

Figure 2. PFT data (symbols) for water55-58 with predictions of the HRX-
SAFT model (curves). The empty symbols correspond to the one-phase
region, and the filled symbols indicate the VLE data generated with IAPWS-
95 Formulation.40

CO2 h O + CO w {site 1T O
site 2T C

(27)

Figure 3. Saturated pressure (a) and latent heat of vaporization (b) data
(symbols) for carbon dioxide59 and water40 with predictions of the HRX-
SAFT model (curves).

CH3OH h H + OH3C w {site 1T O
site 3T H

(28)

H2O h H + OH w {site 1T O
site 3T H

(29)

κ12
21 ) 0, ε12

21 ) 0 (30)

κ12
31 ) κ12

13, ε12
31 ) ε12

13 (31)

1
Gi(x)

) 1 - x

Gi(0)
+ x

Gi(1)
, V1(x) ) V1

(0)(1 - x) + V1
(1)x (32)
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3.2.1. Carbon Dioxide+ Methanol. The first mixture that
we considered was the carbon dioxide+ methanol. In this
mixture, the coefficientε12

13 was set equal to the coefficientεAB

for pure methanol, and the coefficientsk12 andκ12
13 were found

from optimization of the HRX-SAFT EOS to theP-x VLE
data atT ) 394.2 K obtained by Leu et al.41 The comparisons
of the experimental data with the values calculated with the
HRX-SAFT model with different values of the parameterκ12

13

are shown in Figure 4. The empty circles with eye-guide lines
in Figure 4 represent the values calculated with the classical

HR-SAFT EOS with the same set of the parameters as in the
HRX-SAFT but with a zero value of the Ginzburg number. As
one can see, far away from the critical point at low pressures,
both the HRX and HR SAFT equations practically coincide,
but the HRX-SAFT EOS gives much better representation of
the experimentalP-x data in the critical region, where the HR-
SAFT gives of about 20-25% higher values of pressure than
the experimental ones.

Comparison of the predictions of the HRX-SAFT model with
experimental data on other isotherms is shown in Figures 5-7.
As one can see, contrary to the HR-SAFT EOS, the HRX-SAFT
model not only gives a much better description of theP-x data
in the critical region but also reproduces theP-F data with a
high accuracy. Since noP-F data have been used for the
optimization of the model, these results indicate the high
predictability and thermodynamic self-consistency of the HRX-
SAFT EOS for the carbon dioxide+ methanol mixture. The
little “humps” observed in Figure 6 are the result of the chosen
parametrization. As we mentioned above, the more rigorous way
of representing the thermodynamic surface of binary mixtures
in the critical region is a formulation of the crossover equation
of state for mixtures in terms of the field variableµ and notx.
Therefore, we were not able to reproduce with the HRX-SAFT
EOS experimental data asymptotically close to the critical point.
However, it is important to note that, because of the complexity
of this mixture, a simultaneous representation of theP-x and
P-F VLE data have not been achieved even with the field-
variable formulated crossover Leung-Griffiths model,42 and the
results presented in Figures 5-7 look rather impressive.

3.2.2. Water + Methanol. For the previous mixture, all
mixing parameters were found by fitting isothermalP-x VLE
data at 394.2 K and then using those parameters on other
isotherms andP-F VLE calculations. For the second mixture
considered here, the water+ methanol mixture, all system-
dependent parameters were found from a fit of the HRX-SAFT
EOS to the one-phasePVTxdata obtained by Shahverdiev and
Safarov43 and by Aliev et al.44 and were then used for
calculations of other properties for this mixture. In Figure 8,
we show the deviations between experimental and calculated
densities for the water+ methanol mixture. The empty symbols
in Figure 8 indicate the data of Shahverdiev and Safarov,43 and

Table 2. System-Dependent Parameters in the HRX-SAFT EOS for
Mixtures

parameter
CO2 (1) +
CH3OH (2)

H2O (1) +
CH3OH (2)

CO2 (1) +
H2O (2)

k12 1.0‚10-1 2.61950491‚10-2 3.22243815‚10-1

ε12
13/kB (K) 2.74216117‚103 a 3.03683587‚103 8.47738045‚102

κ12
13 3.0 ‚10-3 1.78407468‚10-2 9.72974521‚10-1

a The coefficientε12
13 ) ε for pure methanol.

Figure 4. Pressure-composition VLE isotherm for carbon dioxide+
methanol mixture. The curves correspond to the HRX-SAFT model with
different value ofκ12

13, the open circles with dashed curves represent the
values calculated with the classical HR-SAFT EOS withκ12

13 ) 0.003, and
the filled triangles indicate the experimental data.41

Figure 5. Pressure-composition (a) and pressure-density (b) VLE isotherms for carbon dioxide+ methanol mixture. The curves correspond to the HRX-
SAFT model withκ12

13 ) 0.003, the open circles with dashed curves represent the values calculated with the classical HR-SAFT EOS, and the filled triangles
indicate the experimental data.41,60
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the filled symbols correspond to the data obtained by Aliev et
al.44 Up to 2000 bar, the maximum deviations do not exceed
3% and are less than 2% whenP < 1000 bar. However, because
of the steepness of theP-F isotherms at low temperatures, these
small density deviations can produce large pressure deviations.
In Figure 9, we show a comparison of the HRX-SAFT
predictions withPVT data along several isochors for the 0.64
H2O + 0.36 CH3OH mixture reported by Aliev et al.44 As one
can see, at some isochors the systematic deviations between
calculated values of pressure and experimental data are observed.
The filled symbols in Figure 9 represent the experimental bubble
curve data.44,45 When T < 420 K, where the one-phasePVT
data were used for the optimization, the agreement between the
calculated and experimental bubble pressures is very good.
However, at high temperatures the HRX-SAFT predictions lie
about 15-20% higher than experimental data of Bazaev et al.46

In addition to VLE behavior, excess properties of this system
are also of practical interest. Comparisons of the HRX-SAFT
predictions with experimental excess molar volumes,Vm

E, and
the excess molar enthalpy,H m

E, data for the water+ methanol
mixtures are shown in Figures 10 and 11. Again, at low
temperatures and moderate pressures good agreement of the
predicted values and experimental is observed. At higher
temperatures the deviations between calculated and experimental
values of the excess molar enthalpy are increased.

3.2.3. Carbon Dioxide+ Water. The last mixture that was
considered in this work is the carbon dioxide+ water mixture.
In accordance with the classification scheme of van Konynen-
burg and Scott,47 the phase behavior of the CO2 + H2O mixture
belongs to Type III mixtures with a very short liquid-vapor
critical locus which starts from the critical point of pure CO2

and terminates at the upper critical end point. At high temper-

Figure 6. Pressure-composition (a) and pressure-density (b) VLE isotherms for carbon dioxide+ methanol mixture. The curves correspond to the HRX-
SAFT model withκ12

13 ) 0.003, the open circles with dashed curves represent the values calculated with the classical HR-SAFT EOS withκ12
13 ) 0.003, and

the filled triangles indicate the experimental data.60

Figure 7. Pressure-composition (a) and pressure-density (b) VLE isotherms for carbon dioxide+ methanol mixture. The curves correspond to the HRX-
SAFT model withκ12

13 ) 0.003, the open circles with dashed curves represent the values calculated with the classical HR-SAFT EOS withκ12
13 ) 0.003, and

the filled triangles indicate the experimental data.60
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atures, the critical locus of the liquid-liquid equilibrium in this
mixture starts from the critical point of pure water and tends to
higher pressures as the temperature decreases. In general, the
crossover behavior in higher types of mixtures is more
complicated than for the Type I mixtures considered above,48,49

and we will not consider it here. In this work, we will just show
that the HRX-SAFT model is capable of giving an accurate and

thermodynamically self-consistent representation of the excess
properties for this type of mixture. The predictions of the HRX-
SAFT model for the excess molar volumes are compared with
experimental data at 300 and 400°C and pressures to 1000 bar
obtained by Blencoe and co-workers50,51 in Figures 12 and 13.
As one can see, at all pressures higher than 150 bar excellent
agreement between calculated values experimental data is
observed. Only at pressuresP ) 149.4, 99.4, and 74.7 bar some
systematic deviations, comparable with experimental errors, are
observed. However, we need to note that even at these pressures
the HRX-SAFT EOS gives very good representation of the
molar volumes in this mixture. In Figure 14 we show compari-
sons for the molar volume,Vm, at 673 K and pressures from 50
to 1000 bar. For all points shown in Figure 14, the difference
between experimental and calculated values of molar volume

Figure 8. Deviations between experimental densities obtained for water+ methanol mixture by Shahverdiev and Safarov43 (empty symbols) and by Aliev
et al.44 (filled symbols) and the values calculated with the HRX-SAFT EOS.

Figure 9. One-phaseP-T isochores44 (empty symbols) and bubble curve
saturated pressure data46 (filled symbols) for water+ methanol mixture
with predictions of the HRX-SAFT model (curves).

Figure 10. Molar volumeVm as a function of pressure for water+ methanol
mixture atx ) 0.4993 mol % of methanol and different temperatures. The
curves correspond to the HRX-SAFT model, and the symbols indicate the
experimental data obtained by Osada et al.61

Figure 11. Excess molar enthalpyH m
E as a function of composition for

water+ methanol mixture atP ) 70 bar (a) and 200 bar (b) and different
temperatures. The curves correspond to the HRX-SAFT model, and the
symbols indicate the data of Wormald et al.62
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does not exceed 2-3%, orδVm = 10-20 cm3 × mol-1 at P )
50-150 bar, that approximately correspond to the values the
excess molar volumesVm

E at this pressures. Therefore, the
results presented in Figures 12 and 13 at these pressures are
reasonably good. A comparison of the HRX-SAFT predictions
with experimental values of the excess molar enthalpy of

equimolar CO2 + H2O mixture obtained by Wormald et al.52 is
shown in Figure 15. Generally good agreement between
experimental data and calculated values of the excess molar
enthalpy is observed.

4. Conclusion

In this work, by incorporating classical composition dependent
mixing rules into the crossover HR-SAFT EOS for pure fluids
developed earlier,22 we developed a HRX-SAFT EOS for
mixtures of associating fluids. We show that the HRX-SAFT
EOS not only reproduces better the VLE properties of binary
mixtures in the critical region than a classical HR-SAFT EOS
but also yields a very good description of the excess properties
as well.
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Figure 12. Excess molar volumesV m
E as a function of pressure for the

carbon dioxide+ water mixture at 300°C. The curves correspond to the
HRX-SAFT model, and the symbols indicate the experimental data.51

Figure 13. Excess molar volumesV m
E as a function of pressure for the

carbon dioxide+ water mixture at 400°C. The curves correspond to the
HRX-SAFT model, and the symbols indicate the experimental data.50

Figure 14. Molar volumeVm as a function of pressure for the carbon
dioxide+ water mixture at 673 K and different compositions. The curves
correspond to the HRX-SAFT model, and the symbols indicate the
experimental data obtained by Seitz et al.50 (empty) and by Abdulagatov et
at.63 (filled).

Figure 15. Excess molar enthalpyH m
E as a function of pressure for the

equimolar carbon dioxide+ water mixture at different temperatures. The
curves correspond to the HRX-SAFT model, and the symbols indicate the
original data of Wormald et al.52 (filled) and the values calculated by
Wormald et al.52 from the measurements of Wilson and Brady64 (empty).
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Appendix

The third-order derivatives of the fractions of nonbonded
associating molecules:

1. With respect to density:∂3Xi
j /∂F3:

2. With respect to density and temperature:∂3Xi
j /∂F∂T2:
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