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HRX-SAFT Equation of State for Fluid Mixtures: Application to Binary
Mixtures of Carbon Dioxide, Water, and Methanol
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In this work, we extend the pure fluid crossover statistical associating fluid theory (HRX-SAFT) equation of
state (EOS) (Kiselev et aFluid Phase Equilib2001, 183-184, 53) to fluid mixtures of polar and associating
components. HRX-SAFT incorporates non-analytic scaling laws in the critical region and is transformed into
the analytical, classical HR-SAFT EOS far away from the critical point. Purg, €&gD, and CHOH are
modeled as associating chain molecules with two association sites (i.e., model 2B). For all three pure substances,
the HRX-SAFT EOS reproduces the vapor pressure data from the triple point to the critical temperature with
an average absolute deviation (AAD) of about 1%, the saturated liquid and vapor densities with an AAD of
about 1-3%, and the single-phase pressures in the one-phase region with an AAD of at&%t 2Jsing
classical composition-dependent mixing rules, we have also applied the HRX-SAFT EOS to binary mixtures.
For the non-association terms in the classical HR-SAFT, we used the vdW1 mixing rules with one constant
binary interaction parametek;j. For the mixture association term, we assumed that there is cross association
between the carbon dioxide oxygens and the hydrogens in methanol and water. The HRX-SAFT mixture
model was tested against extensive experimental data for PiEx and excess properties in carbon dioxide

+ water, carbon dioxide- methanol, and watet methanol mixtures.

1. Introduction equationg’ In this paper, we continue a study initiated in our
previous work on the HR-SAFT EG%and develop a crossover,

Strong attractive interactions between molecules in associatingry_SAFT. EOS for binary mixtures. First, we have developed
fluids impact their thermodynamic and structural properties. ; LRX.SAFT EOS for pure carbon dioxide. water. and

Because of this, determining the thermodynamic properties and e, 45|, Second, using the classical mixing rules in terms of
the phase behavior of mixtures containing associating and composition, we developed the HRX-SAFT EOS for binary
hydrogen bonding fluids is an extremely challenging task. The i+ res of é:arbon dioxide. water. and methanol.

statistical associating fluid theory (SAFT) equations of state We proceed as follows. In Section 2, we describe the original
(EOS) proposed in the late 1980s by Chapman and co- SAFT EOS for mixtures and describe a general procedure for

_3 - —
workers™ and also by Huang and Radosz (HR-SAfTjare transforming it into the crossover form. In Section 3, we develop

probably the first molecular-based equations that a_lddressed '[hISa HRX-SAFT EOS for pure components and binary mixtures
problem. Based on the thermodynamic perturbation theory of

Werthiem?'2 the SAFT equatioris® and their different and provide an extensive comparison with experimental data.

e . I [ i i ion 4.
modifications (for a review, see refs 13 and 14) appear to be Our results are summarized and discussed in Section
an effective tool for describing thermodynamic properties and .
phase equilibria of associating and complex fluids. However, 2- Thermodynamic Model

similar to all analytical EOS, the SAFT models anean field 2.1. Classical SAFT Equation of State for MixturesA brief
equations that fail to reproduce the non-analytical, singular yescription of HR-SAFT for mixtures is given here. The readers
behavior caused by long-scale density fluctuations in the critical 5.6 referred to the original paper for detdils. SAFT, residual

region. Therefore, they are incapable of simultaneously repro- e|mnoltz energy is a sum of terms that represent the repulsive
ducing the critical parameters and thg v_aplpxqwd equilibria and attractive interactions in the system:
(VLE), PVT, and excess property data in liquid and vapor phases

in and beyond the critical region with a single set of molecular res
parameters. For this purpose, the so-called crossover equations a%s= A a's + gdisP 4 gohain 4 jassoc 1)
of staté® should be used. n,RT
A general method for incorporating long-range density
fluctuations into any classicabnalytical equation was proposed Wwhere A is the Helmholtz energya is the dimensionless
by Kiselevi® For the last 5 years, this procedure has been Helmholtz energynm, is the number of molesR is the gas
successfully applied to different types of equations of state, constantT is the absolute temperature, and the superscripts stand
including cubicl’-20 SAFT 21-26 and empirical multi-parameter  for residual, hard-sphere, dispersion, chain, and association,
respectively.

*To whom correspondence should be addressed: Phone: (303)- For the hard-sphere mixtures, the equation proposed by
273-3190. Fax: (303)273-3730. E-mail: skiselev@mines.edu. Mansoori et af8 is used:
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In egs 2 and 3Nay is the Avogadro number is the molar
density,m is the number of segments of componger; is the
temperature-dependent segment diameter of compaonantl
X is the mole fraction of component

In HR-SAFT, the dispersion term proposed by Chen and
Kreglewsk?® is used:

wherer = 0.74048,Dm, Values are universal constadtand

(4)
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Here k; is the binary interaction parameter fitted to experimental

In egs 10 and 11$! is the number of association sites of
type j in each molecule of componentn is the number of
components in the mixture, asds the number of association-
site typesA[ﬁi is the association strength between site type
componenk and site typg in component and is approximated

by?
lj
AllL - Kk| ghs(Okl)(EX[{kT) 1)

where ], is a measure of the volume available for bonding
between site of typé in componentk with site of typej in
component, e . is the well depth of the sitesite interaction
potential between site of typlein componentk with site of
typej in component, g"oy) is the hard-sphere pair correlation
function evaluated at contact, ang; is the cross segment
diameter.

The advantage of the generalized procedure used in this work
is that the high-order derivatives of! are very simple to
obtain and can be written in a matrix form:

am
Al—2a
[ pq][ayl ay, *- 8ym[

where the matrixApg] has an order of x n) x (s x n) with

(12)
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p=n(—1)+i
g=n(l—1)+k k=1,...nl=

i=1,.,nj=1,..5s

1,..s (14)

and the other two matrices have the order ®fx( n) x 1.
As described in Tan et al%the elements of matrix/Apq do
not depend on variableg,, but those of matrix Y] do.
The expressions ofA,j] as well as those of matrice¥d] for
first-order derivatives and commonly used second-order deriva-
tives of X! are given in ref 30. Matrices] for the third-
order derivatives needed in this work are given in the Appen-

data and £°); is the temperature-dependent segment volume of dix.

pure component in a closed-packed arrangement.
For the chain term, it is given by

a"™'="% x(1—m)Ing'(d) ®

whereg"y(d,) is the radial distribution function for hard-sphere
fluid mixtures evaluated at contact
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To calculate the fractions of nonbonded associating moleculesA&(AT, Av) =& (AT, Av)
and their derivatives, we use the generalized procedure by Tan

et al3® The association term is written as

assoc_ ¥ In(X)) = (@/2)x! + (/2 10
a ;&;SM(J( Xi+(1/2)) (10)

where the fraction of associating molecule®t bonded at site
j is given by the mass-action equation:

X = !

n

S
1,5 % S Sxal

2.2. Crossover HR-SAFT EOS.The general procedure for
transforming an analytical EOS into the crossover form has
been described in detail elsewhété?Following this approach,
we first formally split the dimensionless classical Helmholtz
free energya(T, v) for the HR-SAFT EOS in two contribu-
tions:

a(T, v) = Aa(AT, Av) + a,((T, v) (15)
where the criticalAa(AT, Av), and backgroundiny(T, v), parts
are given by

-3 +
Py(AT)Av — In(Av + 1) (16)

ay(T, ) = ay*YT) — Py(T)Av + a%(T)

AT =T/Toc — 1 andAv = vlvg; — 1 are dimensionless distances
from the classical critical temperatufig. and molar volume
voe respectivelyPo(T) = Po(T, vog)vodRTis the dimensionless
pressureag™yT) = a{T, vo) is the dimensionless residual part
of the Helmholtz energy along the critical isochare= vqg;
anda(T) is the dimensionless temperature-dependent ideal gas
Helmholtz free energy.

In the second step, we replace the classical valueATof
and Av in the critical partAa(AT, Av) with the renormalized
values?2:31

17)
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wherea = 0.11,8 = 0.325, andy = 2 — 28 — oo = 1.24 are
universal nonclassical critical exponeftsiz = T/T, — lis a
dimensionless deviation of the temperature from the true critical
temperaturel; ¢ = vlve — 1 is a dimensionless deviation of
the molar volume from the true critical molar volurg AT,
= (Tc — Tod/Toc < 1 and Ave = (vc — vodlvoc < 1 are
dimensionless shifts of the critical temperature and volume,
respectively; and(q) = Y(q)21 denotes a crossover function,
whereY(q) is a crossover function introduced in our previous
works?22:31,34

In this work we use a simple phenomenological expression
for the crossover functiol(z, ¢):

2

Y@ =174 (20)

where the renormalized distance to the critical pajirg found
from a solution of the crossover sine model (S¥1):

T 1
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The coefficientsm, v1, and the Ginzburg numb@&i are system-
dependent parameters, while the paramiter b y? = 1.359
is a universal linear model (LM) parameférThe crossover
SM as given by eq 21 is physically equivalent to the crossover
sine model developed earlfé#l34but without the rectilinear
term and with a different empirical terfd »; exp(— 10¢),°
which provides the physically obvious conditidd— 1 at the
liquid triple point. Finally, the HRX-SAFT expression for the
Helmholtz free energy can be written in the form:

a(T, v) = AA(T, ) — AvPy(T) + 8y*IT) + d%(T) (22)

The principle of the critical point universal§ 37 implies
that, in order to obtain a crossover EOS for mixtures, mixing
rules in terms of a “field” variable (the chemical potential of a
mixture 4 = uy — w1 = (0A/9X)t,) rather than the “density”
variable (the compositior) should be used. In this case, the
parametersl,, P., and v in eqs 18-21 are the real critical
parameters of a mixture, determined from the critical-point

conditions:
RN
/s =0,[=£ 0,1—=% >0 23
(aX)TC,PC (BX2 TP, ax? TP, @3)

This approach has been used for developing the-&&86model

for binary mixtures based on a simple cubic EOS, for which
the critical conditions, eq 23, can be solved analyticHly.
Unfortunately, this is not a case for the SAFT EOS. Even for
pure fluids, the critical parameters in the SAFT EOS can only
be found numerically, and evaluation of the critical parameters
in mixtures requires special, time-consuming algorithms. It was
shown by Kiselev and co-worket&19.343%owever, that if one

is not interested in reproducing all scaling laws asymptotically
close to the critical point of a binary mixture, the classical
mixing in terms of composition can be used. Thus, in this work

2
] Y% (21)
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Table 1. System-Dependent Parameters in the HRX-SAFT EOS for
Pure Components

parameter Co H.0 CHsOH
v°° (mL-mol™Y) 7.61186616 1.184829280* 1.14021736a10"
m 2.59046832 1.23627004 2.02399874
u%ks (K) 1.503680951(% 3.1895011210% 1.909362661C
elks (K) 1.0768961210° 2.8688870710° 2.7421611710°
K 8.79956038L0°° 4.96889665L02 5.67861645.0°2
Gi 6.10904160102 3.4109139610°! 1.8240695710°*
w 44.010 18.0152 32.0420
Te (K)2 304.120 647.096 512.750
pc (mol-L~1)2  10.7625 17.8738 8.27000
P (barf 73.3650 220.619 81.1849

a Experimental values adopted from Table 1 in ref 1@alculated with
the HRX- SAFT EOS.

we have adopted the mixing rules in terms of composition. In
this case the parameterg Pg, andeyc in the HRX-SAFT EOS

for mixtures are the pseudo-critical parameters, and the classical
critical molar density and temperature (i.eec(X) and Tod(X))

are obtained by solving the criticality conditions:

(@) _ (az_P) —o
dp %Toc 8,02 %Toc

where the crossover EOS can be obtained by differentiation of
eq 22 with respect to volume:

(24)
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Once poc and Tge are known, the critical pressuf. can be
also obtained.

3. Comparison with Experimental Data

3.1. Pure ComponentsTo apply the HRX-SAFT EOS to
mixture calculations, one needs first to know the pure component
parameters. The HRX-SAFT EOS for pure fluids contains five
classical parameters (the segment numberthe segment
volume v°° (or o), the segment energy’, the well depth of
site—site potentiak, and the volume bonding parametg¢rand
three crossover parameters (the coefficiemts v1, and the
Ginzburg numbe(Gi). To reduce the number of the adjustable
parameters and make the model more predictive weget 1
and expressed the coefficient in eq 21 as a function of the
inverse Ginzburg numbeg = Gi~%

_vad )
10+g

where the coefficientsy; = 8.743310 ~ 4 andv1; = 0.87136
were found by fitting the HRX-SAFT EOS with vapseliquid
density data for several fluids. After these simplifications, only
six parameters remain in the model, v°° (or o), W, ¢, «, and
the Ginzburg numbeGi. These parameters were found from
fits of the HRX-SAFT EOS to the VLE and one-phaB¥T
data of the three substances studied in this work. Since the
carbon dioxide has a strong quadruple moment, it can form
complexes with water and methanol. Therefore, following
Button and Gubbing® we also treated carbon dioxide as an
associating fluid. All system-dependent parameters for pure
carbon dioxide, water, and methanol are listed in Table 1.
Since the results for methanol are very similar to those
obtained in our previous work, they are not considered here,
but comparisons with experimental data for carbon dioxide and

U= U01g(1 (26)
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Figure 1. PpT data (symbols) for carbon dioxiefe®* with predictions of 500 [, CO,
the HRX-SAFT model (curves). The empty symbols correspond to the one- 7’%\
phase region, and the filled symbols indicate the VLE data. 0 ’ . :
200 300 400 500 600
600 [ y T,K
| < .,, o Figure 3. Saturated pressure (a) and latent heat of vaporization (b) data
540 P A (symbols) for carbon dioxid and watef® with predictions of the HRX-
480 ) & /\,1‘:3 SAFT model (curves).
420t i
360 and considered the hydrogen bonding type of interaction in
] methanol
L 300
- 240 | CH.OH=H + OH.C — site 1< O (28)
s s site 3« H
180
120 and water
60 [ 4y i
site 1< O
4 HO=H+ OH=3". 29
0 2 site 3= H (29)
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-1
p, mol| This definition of bonding sites requires us to introduce into

Figure 2. PpT data (symbols) for watér>8 with predictions of the HRX- the HRX-SAFT EOS model cross-interaction parametéirs
SAFT model (curves). The empty symbols correspond to the one-phase i

lj . . .
region, and the filled symbols indicate the VLE data generated with IAPWS- andéy. As one can see from Table 1, the-O interaction in
95 Formulatiorf? carbon dioxide is almost three times weaker than the hydrogen

bonding interaction in methanol and water. Therefore, for
simplicity, for the cross-interaction in the carbon dioxide {1)
methanol (2) and carbon dioxide (%) water mixtures (2) we
set

water are shown in Figures—B. For both fluids, excellent
agreement between the HRX-SAFT predictions and experimen-
tal VLE andPVTdata in a wide range of the state parameters,
including the nearest vicinity of the critical point, is observed. 21_g 2l_ 30
For all three substances, the HRX-SAFT EOS reproduces the 12 v €12 (30)
vapor pressure data from the triple point to the critical
temperature with an average absolute deviation (AAD) of about
1%, the saturated liquid and vapor densities with an AAD of
about 1-3%, and the single-phase pressures in the one-phas
region with an AAD of about 23%. At lower temperatures 31_ 13 31_ 13 (31)
the HRX-SAFT EOS heats of vaporization for water deviate 2= 1z €127 €12
by about 5-8% from the values calculated with the IAPWS-
95 Formulatiorf® We note however that, since these data were
not used for the optimization of the HRX-SAFT EOS, the
predictions of the model foAHy shown in Figure 3 are still 1 1—x X
very reasonable. G o G () =0, (L =%+, (32)
3.2. Binary Mixtures. As we mentioned above, we treated
pure carbon dioxide as an associating fluids with two non- (where superscripts “0” and “1” denote the first= 0, and

In water and methanol the interaction is hydrogen bonding;
therefore, for the cross-interaction parameters in waterH(1)
emethanol (2) mixtures we set

In both cases, for the Ginzburg numlig&rand coefficient; in
all mixtures we used simple linear relationships:

hydrogen bonding sites: secondx = 1, components of the mixture, respectively), and
site 1< O the coefficientsdg and eg were treated as adjustable model _
CO,=0+ CO=>{ . (27) parameters. The values of the system-dependent constants in
site 2> C the HRX-SAFT EOS for binary mixtures are listed in Table 2.



Table 2. System-Dependent Parameters in the HRX-SAFT EOS for
Mixtures

CO (1) + H>0 (1) + COx (1) +
parameter CH3OH (2) CH3OH (2) H20 (2)
ki2 1.010* 2.61950491102  3.2224381510*
ks (K)  2.7421611710°@  3.0368358710° 8.477380451L07
K 3.0:10°° 1.7840746810°2  9.7297452110°1

aThe coefficientels = e for pure methanol.
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HRX-SAFT (x;,=0.006)
HRX-SAFT (x,,=0.003)

80 HR-SAFT (k,,=0.003)
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Figure 4. Pressure-composition VLE isotherm for carbon dioxide
methanol mixture. The curves correspond to the HRX-SAFT model with
different value of«ls, the open circles with dashed curves represent the
values calculated with the classical HR-SAFT EOS with= 0.003, and

the filled triangles indicate the experimental d&ta.

3.2.1. Carbon Dioxide+ Methanol. The first mixture that
we considered was the carbon dioxide methanol. In this
mixture, the coefficient.s was set equal to the coefficients
for pure methanol, and the coefficierks and;c}g were found
from optimization of the HRX-SAFT EOS to the—x VLE
data afT = 394.2 K obtained by Leu et 4. The comparisons
of the experimental data with the values calculated with the
HRX-SAFT model with different values of the parametg}
are shown in Figure 4. The empty circles with eye-guide lines
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HR-SAFT EOS with the same set of the parameters as in the
HRX-SAFT but with a zero value of the Ginzburg number. As
one can see, far away from the critical point at low pressures,
both the HRX and HR SAFT equations practically coincide,
but the HRX-SAFT EOS gives much better representation of
the experimentaP—x data in the critical region, where the HR-
SAFT gives of about 2625% higher values of pressure than
the experimental ones.

Comparison of the predictions of the HRX-SAFT model with
experimental data on other isotherms is shown in Figures. 5
As one can see, contrary to the HR-SAFT EOS, the HRX-SAFT
model not only gives a much better description of Brex data
in the critical region but also reproduces tRe p data with a
high accuracy. Since n®—p data have been used for the
optimization of the model, these results indicate the high
predictability and thermodynamic self-consistency of the HRX-
SAFT EOS for the carbon dioxid¢- methanol mixture. The
little “humps” observed in Figure 6 are the result of the chosen
parametrization. As we mentioned above, the more rigorous way
of representing the thermodynamic surface of binary mixtures
in the critical region is a formulation of the crossover equation
of state for mixtures in terms of the field varialteand notx.
Therefore, we were not able to reproduce with the HRX-SAFT
EOS experimental data asymptotically close to the critical point.
However, it is important to note that, because of the complexity
of this mixture, a simultaneous representation of Brex and
P—p VLE data have not been achieved even with the field-
variable formulated crossover Leung-Griffiths motfednd the
results presented in Figures-3 look rather impressive.

3.2.2. Water + Methanol. For the previous mixture, all
mixing parameters were found by fitting isothernkatx VLE
data at 394.2 K and then using those parameters on other
isotherms and—p VLE calculations. For the second mixture
considered here, the water methanol mixture, all system-
dependent parameters were found from a fit of the HRX-SAFT
EOS to the one-phag@VTxdata obtained by Shahverdiev and
Safaro#® and by Aliev et af* and were then used for
calculations of other properties for this mixture. In Figure 8,
we show the deviations between experimental and calculated
densities for the watet methanol mixture. The empty symbols

in Figure 4 represent the values calculated with the classical in Figure 8 indicate the data of Shahverdiev and Safétand

T ‘ ‘ T T ‘ ‘ T
T=32320K a T=32320K b
100 1100 1
v -y n mlm m
/ LA ° %
Y \Q i L -
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5 60 1 1 60 .
o
0
i .
v Leu et al., 1991
Ny i u Brunner et al., 1986 i
S LIt e 4 e oo
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)
20 1 20 7
0 1 1 T 0 1 1 1
0.0 0.2 0.4 0.6 0.8 1.0 0 5 10 15
x, mol. frac. methanol p, mol/l

Figure 5. Pressure-.composition (a) and pressurdensity (b) VLE isotherms for carbon dioxide methanol mixture. The curves correspond to the HRX-

SAFT model withxig = 0.003, the open circles with dashed curves represent the values calculated with the classical HR-SAFT EQOS, and the filled triangles

indicate the experimental daths®
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Figure 6. Pressure.composition (a) and pressurdensity (b) VLE isotherms for carbon dioxide methanol mixture. The curves correspond to the HRX-
SAFT model with«7s = 0.003, the open circles with dashed curves represent the values calculated with the classical HR-SAFT E¢S-vith03, and
the filled triangles indicate the experimental défta.
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Figure 7. Pressure composition (a) and pressurdensity (b) VLE isotherms for carbon dioxidie methanol mixture. The curves correspond to the HRX-
SAFT model with«i3 = 0.003, the open circles with dashed curves represent the values calculated with the classical HR-SAFT E&S-vitBi03, and
the filled triangles indicate the experimental défta.

the filled symbols correspond to the data obtained by Aliev et

In addition to VLE behavior, excess properties of this system

al#* Up to 2000 bar, the maximum deviations do not exceed are also of practical interest. Comparisons of the HRX-SAFT
3% and are less than 2% whEn< 1000 bar. However, because predictions with experimental excess molar volumé$§, and

of the steepness of thie—p isotherms at low temperatures, these the excess molar entha|pry|,ﬁv data for the wate- methanol
small density deviations can produce large pressure deviationsmixtures are shown in Figures 10 and 11. Again, at low

In Figure 9, we show a comparison of the HRX-SAFT temperatures and moderate pressures good agreement of the
predictions withPVT data along several isochors for the 0.64 predicted values and experimental is observed. At higher
H»O + 0.36 CHOH mixture reported by Aliev et &f As one temperatures the deviations between calculated and experimental
can see, at some isochors the systematic deviations betweewalues of the excess molar enthalpy are increased.

calculated values of pressure and experimental data are observed. 3.2.3. Carbon Dioxide+ Water. The last mixture that was

The filled symbols in Figure 9 represent the experimental bubble considered in this work is the carbon dioxidewater mixture.

curve datd**> WhenT < 420 K, where the one-phasevT In accordance with the classification scheme of van Konynen-
data were used for the optimization, the agreement between theburg and Scott! the phase behavior of the G& H,0 mixture
calculated and experimental bubble pressures is very good.belongs to Type Il mixtures with a very short liquigdrapor
However, at high temperatures the HRX-SAFT predictions lie critical locus which starts from the critical point of pure €0
about 15-20% higher than experimental data of Bazaev éfal. and terminates at the upper critical end point. At high temper-
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et al# (filled symbols) and the values calculated with the HRX-SAFT EOS.
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symbols indicate the data of Wormald ettal.
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Figure 10. Molar volumeVy as a function of pressure for watermethanol obtained by Blencoe and co-work&8tin Figures 12 and 13.

mixture atx = 0.4993 mol % of methanol and different temperatures. The A t all higher th 150 b llent
curves correspond to the HRX-SAFT model, and the symbols indicate the S one can see, at all pressures higher than ar excellen

experimental data obtained by Osada etal. agreement between calculated values experimental data is
observed. Only at pressurBs= 149.4, 99.4, and 74.7 bar some
atures, the critical locus of the liquidiquid equilibrium in this systematic deviations, comparable with experimental errors, are
mixture starts from the critical point of pure water and tends to observed. However, we need to note that even at these pressures
higher pressures as the temperature decreases. In general, ttbe HRX-SAFT EOS gives very good representation of the
crossover behavior in higher types of mixtures is more molar volumes in this mixture. In Figure 14 we show compari-
complicated than for the Type | mixtures considered aldéve, sons for the molar volumé/,, at 673 K and pressures from 50
and we will not consider it here. In this work, we will just show to 1000 bar. For all points shown in Figure 14, the difference
that the HRX-SAFT model is capable of giving an accurate and between experimental and calculated values of molar volume
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Figure 12. Excess molar volume¥E as a function of pressure for the
carbon dioxidet water mixture at 300C. The curves correspond to the
HRX-SAFT model, and the symbols indicate the experimental data.
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Figure 13. Excess molar volume‘di as a function of pressure for the
carbon dioxidet water mixture at 400C. The curves correspond to the
HRX-SAFT model, and the symbols indicate the experimental ¥ata.

does not exceed-23%, oroVm = 10—20 cn? x mol~tatP =

50—150 bar, that approximately correspond to the values the

51 ¢ x=06mol frac.CO, |

A x=0.4
° x=0.2

A 4t HRX-SAFT 4

o

£

L2l

£

G a3t

o

=}

A\

>Ez L

! L L L !

100 300 500 700 900
P, bar

Figure 14. Molar volumeVy, as a function of pressure for the carbon
dioxide + water mixture at 673 K and different compositions. The curves
correspond to the HRX-SAFT model, and the symbols indicate the
experimental data obtained by Seitz et%empty) and by Abdulagatov et
at$3 (filled).
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Figure 15. Excess molar enthaIpME as a function of pressure for the
equimolar carbon dioxide- water mixture at different temperatures. The
curves correspond to the HRX-SAFT model, and the symbols indicate the
original data of Wormald et &¢ (filled) and the values calculated by
Wormald et aP? from the measurements of Wilson and Bréfdfempty).

equimolar CQ + H,O mixture obtained by Wormald et 2is
shown in Figure 15. Generally good agreement between
experimental data and calculated values of the excess molar
enthalpy is observed.

4. Conclusion

In this work, by incorporating classical composition dependent
mixing rules into the crossover HR-SAFT EOS for pure fluids
developed earlie¥? we developed a HRX-SAFT EOS for
mixtures of associating fluids. We show that the HRX-SAFT
EOS not only reproduces better the VLE properties of binary
mixtures in the critical region than a classical HR-SAFT EOS
but also yields a very good description of the excess properties
as well.
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Appendix

The third-order derivatives of the fractions of nonbonded
associating molecules:

3 )
(Ao (a& o ae[xﬂ) =1

1. With respect to densityd3X!/ap%:
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2. With respect to density and temperatus8X! /3p0T2:

+3

p ot pxi|aT

o [axIa®! g ax![axI|?  ax! %!

;{ I 91> X! 9p T T 9paT|
p(X})? n X S S{X 7 +2iAEi%L+
I kZ\ I=,Z¢j kapaTZ dpaT aT

AL X, X, AL DA} 97X,
22—+ — —_
I 9> I JT?

Literature Cited

(1) Jackson, G.; Chapman, W. G.; Gubbins, KMal. Phys.1988 65,
1-31.

(2) Chapman, W. G.; Gubbins, K. E.; Jackson, G.; RadoszFMid
Phase Equilib.1989 52, 31-38.

(3) Chapman, W. G.; Gubbins, K. E.; Jackson, G.; Radoszn¥l.Eng.
Chem. Res199Q 29, 1709-1721.

(4) Huang, S. H.; Radosz, Mnd. Eng. Chem. Re4.99Q 29, 2284~
2294.

(5) Huang, S. H.; Radosz, MFluid Phase Equilib.1991 70, 33—
54,

(6) Huang, S. H.; Radosz, Mnd. Eng. Chem. Re4.991, 30, 1994
2005.

(7) Fu, Y.-H.; Sandler, S. lind. Eng. Chem. Red995 34, 1897
1996.

(8) Kraska, T.; Gubbins, K. Bnd. Eng. Chem. Red4996 35, 4727
4737.

(9) Wertheim, M. SJ. Stat. Phys1984 35, 19-34.

(10) Wertheim, M. SJ. Stat. Phys1984 35, 35—-47.

(11) Wertheim, M. SJ. Stat. Phys1986 42, 459-476.

(12) Wertheim, M. SJ. Stat. Phys1986 42, 477-492.

(13) Paricaud, P.; Galindo, A.; Jackson, Buid Phase Equilib2002
194-197, 87—-96.

(14) Muller, E. A.; Gubbins, K. Elnd. Eng. Chem. Re2001, 40, 2193~
2211.

(15) Anisimov, M. A;; Kiselev, S. B.; Sengers, J. V.; TangPBysica
A 1992 188 487-525.

(16) Kiselev, S. BFluid Phase Equilib.1998 147, 7—23.

(17) Kudelkova, L.; Lovland, J.; Vonka, Fluid Phase Equilib2002
218 103-112.

(18) Kiselev, S. B.; Friend, D. G=luid Phase Equilib1999 162 51—
82.

(19) Kiselev, S. B.; Ely, J. FJ. Chem. Phys2003 119, 8645-62.

Ind. Eng. Chem. Res., Vol. 45, No. 11, 2008989

(20) Kiselev, S. B.; Ely, J. Frluid Phase Equilib2004 222/223 149—
159.

(21) Kiselev, S. B.; Ely, J. FInd. Eng. Chem. Re4.999 38, 4993—
5004.

(22) Kiselev, S. B.; Ely, J. F.; Adidharma, H.; Radosz,Mluid. Phase.
Equilib. 2001, 183-184, 53—64.

(23) Hu, Z.-Q.; Yang, J.-C; Li, Y.-GFluid Phase Equilib2003 205,
1-15.

(24) Hu, Z.-Q.; Yang, J.-C; Li, Y.-GFluid Phase Equilib2003 205,
25-36.

(25) McCabe, C.; Kiselev, S. B:luid Phase Equilib2004 219 3.

(26) McCabe, C.; Kiselev, S. Bnd. Eng. Chem. Re2004 43, 2839.

(27) Sun, L.; Kiselev, S. B.; Ely, J. Frluid Phase Equilib2005 233
270-285.

(28) Mansoori, G. A.; Carnahan, N. F.; Starling, K. E.; Leland, T. W.
J. Chem. Phys1971, 54, 1523.

(29) Chen, S. S.; Kreglewski, Ber. Bunsen-Ges. Phys. Chet®77,

81, 1048-1051.

(30) Tan, S. P.; Adidharma, H.; Radosz, Md. Eng. Chem. Re2004
43, 203-208.

(31) Kiselev, S. B.; Ely, J. F.; Abdulagatov, I. M.; Magee, J. Mt. J.
Thermophys200Q 6, 1373-1405.

(32) Anisimov, M. A.; Kiselev, S. B. InSaiet Technology Reews,
Section B, Thermal Physics, Part@cheindlin, A. E., Fortov, V. E., Eds.;
Harwood Academic: New York, 1992; Vol. 3.

(33) Sengers, J. V.; Levelt Sengers, J. M.Afinu. Re. Phys. Chem.
1986 37, 189-222.

(34) Kiselev, S. B.; Ely, J. F-luid Phase Equilib200Q 174, 93—119.

(35) Fisher, M.Phys. Re. 1968 176, 257—271.

(36) Griffiths, R. B.; Wheeler, J. ®Rhys. Re. A197Q 2, 1047-1064.

(37) Saam, W. FPhys. Re. A 197Q 2, 1461-1466.

(38) Sun, L.; Zhao, H.; Kiselev, S. B.; McCabe, &.Phys. Chem. B
2005 109, 9047-9058.

(39) Button, J. K.; Gubbins, K. E-luid Phase Equilib.1999 158—
160, 175-181.

(40) Release of the IAPWS Formulation 1995 for the Thermodynamic
Properties of Ordinary Water Substance for General and Scientific Use
Frederica, Denmark, 1996.

(41) Leu, A.-D.; Chung, S. Y.-K.; Robinson, D. B. Chem. Thermodyn.
1991, 23, 979-985.

(42) Kiselev, S. B.; Belyakov, M. Y.; Rainwater, J. Eluid Phase
Equilib. 1998 150, 439-449.

(43) Shahverdiev, A. N.; Safarov, J. Phys. Chem. Chem. PhyZ)02
4, 979-986.

(44) Aliev, M. M.; Magee, J. W.; Abdulagatov, |. Nit. J. Thermophys.
2003 24, 1551-79.

(45) Bazaev, A. R.; Abdulagatov, I. M.; Magee, J. W.; Bazaev, E. A.
Int. J. Thermophys(manuscript in preparation).

(46) Bazaev, A. R.; Abdulagatov, I. M.; Magee, J. W.; Bazaev, E. A.;
Ramazanova, A. E.; Abdurashidova, A. it. J. Thermophys2004 25,
805-.

(47) Van Konynenberg, P. H.; Scott, R.Rhilos. Trans. R. Soc. London
1980 298 495.

(48) Anisimov, M. A.; Gorodetskii, E. E.; Kulikov, V. D.; Povodyrev,
A. A.; Sengers, J. VPhysica A1995 220

(49) Rainwater, J. Cint. J. Thermophys200Q 21, 719-737.

(50) Seitz, J. C.; Blencoe, Gzeochim. Cosmochim. ActE999 63,
1559-69.

(51) Singh, J.; Blencoe, G.; Anovitz, M. I&team, Water, and Hydro-
thermal System$roceedings of the 13th International Conference on the
Properties of Water and Steam; Tremaine, P. R., Irish, D. E., Balakrishnan,
P. V., Eds.; NRC Research Press: Toronto, Canada, 2000.

(52) Wormald, C. J.; Lancaster, N. M.; Sellars, A. J. Chem.
Thermodyn1986 18, 135-147.

(53) Duschek, W.; Kleinrahm, R.; Wagner, W. Chem. Thermodyn.
199Q 22, 827-841.

(54) Gilgen, R.; Kleinrahm, R.; Wagner, \§. Chem. Thermody’i992
24, 1243-1250.

(55) Rivkin, S. L.; Akhundov, T. STeploenergetika (Russiatp62 9,
57.

(56) Rivkin, S. L.; Akhundov, T. STeploenergetika (Russiaip63
10, 66.

(57) Rivkin, S. L.; Troyanovskaya, G. Vleploenergetika (Russian)
1964 11, 72.

(58) Rivkin, S. L.; Akhundov, T. S.; Kremenevskaya, E. A.; Asadullaeva,
N. N. Teploenergetika (Russiaip66g 13, 59.

(59) Vargaftik, N. B.; Filippov, L. P.; Tarzimanov, A. A.; Totskii, E.
E. Handbook of Thermal Condueity of Liquids and GasesCRC Press:
Boca Raton, FL, 1994.



3990 Ind. Eng. Chem. Res., Vol. 45, No. 11, 2006

(60) Brunner, E.; Hultenschmidt, W.; Schlichtharle, G. Chem. of Water and Steam; White, H. J., Sengers, J. V., Neumann, D. B., Bellows,
Thermodyn197, 19, 273-291. J. C., Eds.; NRC Research Press: Toronto, Canada, 1995.

(61) Osada, O.; Sato, M.; Uematsu, 8.Chem. Thermodyri999 31, (64) Wilson, G. M.; Brady, C. J. Gas Processors Association Research
451-463. Report 73. Tulsa, OK, 1983.

(62) Wormald, C. J.; Badock, L.; Lloyd, M. J. Chem. Thermodyn.
1996 28, 603-613. Receied for review October 31, 2005
(63) Abdulagatov, I. M.; Bazaev, A. R.; Ramazanova, A. E.; Gasanov, AcceptedMarch 21, 2006
R. K. In Physical Chemistry of Aqueous SysteMeeting the Needs of
Industry, Proceedings of the 12th International Conference on the Properties IE0512082



