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ABSTRACT

The virtual source method is a technique to image and monitor below a complex

and time-varying overburden without the knowledge of overburden velocities and

near-surface changes. It is based on extracting the response between a given pair of

receivers by correlating the wavefields recorded by them and stacking over the physical

sources. There are several challenges that arise while generating virtual source data,

such as the maximum allowable spacing of the physical sources, limited acquisition

aperture and reflections/multiples from the overburden, that need to be addressed.

Some of these challenges can be overcome by separating the wavefield into up-

going and downgoing waves. Wavefield separation not only suppresses the artifacts

associated with the limited acquisition aperture typically used in practice, but also

helps reconstruct a response in the absence of downgoing reflections and multiples

from the overburden. These improvements in removing the artifacts caused by limited

acquisition aperture and overburden-related multiples are illustrated on a synthetic

dataset of a complex layered model modeled after the Fahud field in Oman, and on

OBC data acquired in the Mars field in the deepwater Gulf of Mexico.

The virtual source method requires surface shooting recorded by subsurface re-

ceivers placed below the distorting or changing part of the overburden. Redatuming

the recorded response to the receiver locations allows the reconstruction of a com-

plete downhole survey as if the sources were also buried at the receiver locations. The

ability to redatum the data independent of the knowledge of time-varying overburden

velocities makes the virtual source method a valuable tool for time-lapse monitoring.

The virtual source method is applied to the Mars field OBC data acquired in the
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deepwater Gulf of Mexico with 120 multi-component sensors permanently placed on

the seafloor. Applying a combination of wavefield separation and deconvolution of

the correlation gather by the source power spectrum to the virtual source method

suppresses the causes of non-repeatability in the overburden (sea water) and acquisi-

tion discrepancies, forming the basis for the improvement the virtual source method

offers for time-lapse monitoring.

When the two wavefields recorded by the receivers are correlated, along with

the estimation of the Green’s function between the two receivers the correlation also

contains the power spectrum of the source-time function. For a short duration source,

the correlated data can be deconvolved by the source power spectrum. When, how-

ever, the source-time function is long and difficult to estimate (e.g., earthquake or

other passive seismic recording), deconvolution as opposed to correlation becomes a

preferred seismic interferometric tool because the deconvolved wavefield is indepen-

dent of the source-time function. To demonstrate the usefulness of deconvolution as

a tool for seismic interferometry, the method is applied to earthquake waves recorded

in a borehole to extract near-surface properties such as the 1-D velocity profile. Fur-

thermore, a connection is established between the deconvolved waveforms and the

elements of the propagator matrix. Using the same earthquake recording, a P-to-S

mode conversion is characterized by extending the application of the receiver function

to downhole measurements.
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Chapter 1

INTRODUCTION

The virtual source method (Bakulin and Calvert, 2004, 2006; Calvert, et al.,

2004) has recently been proposed to image and monitor below a complex and time-

varying overburden without the knowledge of overburden velocities and near surface

changes. The virtual source method is a form of seismic interferometry (Lobkis and

Weaver, 2001; Derode, et al., 2003; Schuster, et al., 2004; Snieder, 2004; Wapenaar,

2004; Wapenaar, et al., 2005; Korneev and Bakulin, 2006; Snieder, et al., 2006a;

Larose, et al., 2006; Curtis, et al., 2006; Wapenaar and Fokkema, 2006; Draganov,

et al., 2006). Theory states that if a given pair of receivers record waves excited by

sources that populate a closed surface enclosing the two receivers, the correlation of

the wavefield recorded by the receivers when stacked over the physical sources gives

the true impulse response between the receivers.

To implement the virtual source method, the wavefield recorded by a given ref-

erence receiver is correlated with that by every other receiver and stacked over the

physical sources. The resultant virtual source gather is comparable to the shot gather

generated by putting a physical source at the reference receiver location. Since there

is no real source at the reference receiver location, this method is referred to as the

virtual source method (Bakulin and Calvert, 2004, 2006; Calvert, et al., 2004; Korneev

and Bakulin, 2006). A crucial advantage of the virtual source method is the ability

to image below a complex and time-varying overburden, provided the receivers are

placed below it. Another advantage of the virtual source method is that the wave-
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field recorded by the two receivers can be generated either by active sources or by

incoherent sources such as ambient noise (Curtis, et al., 2006; Larose, et al., 2006;

Sabra, et al., 2005; Shapiro, et al., 2005; Shapiro and Campillo, 2004; Artman, 2006).

To understand the practicality of seismic interferometry, van Wijk (2006) used a

controlled ultrasonic experiment to retrieve a band-limited estimate of the Green’s

function between receivers in an elastic medium.

Correlation of the wavefields recorded by a given pair of receivers followed by

deconvolution of the source power spectrum gives the true impulse response between

them provided the receivers are surrounded by physical sources. For geophysical

applications, however, it is impractical to have sources surrounding the receivers.

To overcome a part of this limitation, scattering in a complex and heterogeneous

overburden assists by allowing waves to arrive at the receivers from a larger possible

range of directions, hence improving the focusing of the energy at the virtual source

location (Fink, 1993, 1999; Clouet and Fouque, 1997; Borcea, et al., 2002; Borcea, et

al., 2003; Parvulescu, 1995; Blomgren, et al., 2002; Mehta and Snieder, 2006; Haider,

et al., 2004).

The virtual source method has several implementation issues and challenges that

one encounters while redatuming with the recorded Green’s function to reconstruct a

complete downhole survey as if the sources were also buried at the receiver locations.

An important implementation issue is the maximum allowable spacing of the physi-

cal sources to prevent spatial aliasing in the virtual source data (Mehta and Snieder,

2007). The prestack correlated data (i.e., correlation gather) is a useful tool for de-

signing the maximum allowable source spacing for a specific acquisition geometry. It is

also useful to determine the source locations that give the stationary phase contribu-

tion (Wapenaar, et al., 2005; Snieder, et al., 2006a). Other implementation issues and
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challenges arise because of incomplete source aperture, reflections/multiples coming

from the overburden, and edge-effects generated while stacking the correlation gather

over the physical sources, due to the contribution of the sources at the ends of the

source aperture.

The challenges attributable to incomplete source aperture and reflections/multiples

coming from the overburden can be overcome by incorporating a combination of up-

down wavefield separation and time-windowing of the direct arrival in the virtual

source method (Mehta, et al., 2007b). The current practice in generating a virtual

source gather involves correlating the direct arrival time-windowed in the total wave-

field at the virtual source with the total wavefield at the receivers. This practice

imposes the downward radiation pattern on the virtual source but cannot suppress

the spurious events arising from incomplete source aperture and overburden multi-

ples. To suppress these spurious events, a better approach to generating a virtual

source gather is to correlate the direct arrival time-windowed in the downgoing waves

at the virtual source with the upgoing waves at the receivers.

The ability to redatum the data independent of knowledge of time-varying over-

burden velocities makes the virtual source method a valuable tool for time-lapse

monitoring. Conventionally, changes in the subsurface can be tracked by observing

differences between two seismic surveys obtained over the surveillance period. Apart

from changes in the subsurface caused by fluid flow, differences in the two seismic sur-

veys include changes in the overburden along with acquisition discrepancies, which

are both prominent and undesirable. The virtual source data, generated after de-

composing the wavefield into upgoing and downgoing waves, are independent of both

the overburden and acquisition discrepancies, and hence, are useful for time-lapse

monitoring (Mehta, et al., 2007d).
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The variation of the source signature, however, exists in the virtual source data

even after applying wavefield separation. Correlation of the wavefield recorded by

a given pair of receivers results in the auto-correlation of the source-time function

convolved with the estimated impulse response between the receivers. Theory states

that the correlation gather must be deconvolved by the auto-correlation of the source-

time function before stacking over the physical sources. Such deconvolution gives the

virtual source data independent of the variation of the source signature as well.

The estimation of the source power spectrum, which is the frequency domain

representation of the auto-correlation of the source-time function, is possible for rel-

atively short-duration source data. For applications such as earthquakes and drill-bit

seismics, the source-time function is long, and hence, difficult to estimate. For such

applications, instead of correlation, deconvolution can be used as a seismic interfer-

ometric tool. In contrast to correlation, when the two recorded signals are decon-

volved the source-time function drops out, making the resultant interferometric data

independent of the source-time function (Snieder and Şafak, 2006; Vasconcelos and

Snieder, 2006; Vasconcelos and Snieder, 2007a; Vasconcelos and Snieder, 2007b; Vas-

concelos and Snieder, 2007c; Vasconcelos, et al., 2007a; Vasconcelos, et al., 2007b).

Deconvolution interferometry applied to earthquake recording in a borehole is

useful for extracting the near-surface properties (Mehta, et al., 2007a). Correlation

of the wavefield recorded by a given pair of receivers gives the filtered version of the

sum of causal and acausal Green’s function. The deconvolved waveforms, instead,

represent the elements of the propagator matrix. Apart from extracting the near-

surface properties, deconvolution in the form of receiver function applied to borehole

data can be used to characterize mode conversion (Mehta, et al., 2007c).
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Chapter 2

IMPLEMENTATION ISSUES AND CHALLENGES IN GENERATING

A VIRTUAL SOURCE GATHER

2.1 Summary

The virtual source method, a technique to image below complex overburden

without the knowledge of overburden velocities and near-surface changes, is based on

extracting the response between a given pair of receivers by correlating the wavefields

recorded by them and stacking over the physical sources. Several issues arise while

generating virtual source data, such as the maximum allowable spacing of the physical

sources, reflections and multiples from the overburden, and artifacts due to incomplete

source aperture. The current chapter addresses these issues using a simple synthetic

model and the Mars field ocean bottom cable (OBC) data set.

2.2 Introduction

The virtual source method (Bakulin and Calvert, 2004, 2006; Calvert, et al.,

2004) is a technique based on extracting the Green’s function that characterizes wave

propagation between two receivers, by correlating the wavefields recorded by these

receivers. This chapter focuses on implementation issues and challenges involved in

generating a virtual source gather. The implementation issues include limitations

on the source spacing, reflections and multiples from the overburden, and artifacts

resulting from incomplete source aperture.
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A virtual source gather is generated by correlating the wavefield recorded by a

pair of receivers and stacking over the physical sources (Bakulin and Calvert, 2004,

2006; Calvert, et al., 2004). An important consideration while generating a virtual

source gather is the spacing of the physical sources. If the spacing of the sources

over which the correlated data (i.e., correlation gather) is stacked is too large, the

virtual source data will be spatially aliased. The source spacing cannot exceed a

maximum allowed spacing in order to prevent spatial aliasing in the virtual source

data. The correlation gather is a useful diagnostic for quality control and assessing

the maximum allowable source spacing required to prevent spatial aliasing. In the

following section, the dependence of the maximum allowable source spacing on the

subsurface and receiver depth is demonstrated using a simple synthetic model.

Other implementation issues, such as the choice of receiver that acts as the

virtual source, and the number of sources over which the correlation gather is stacked

are demonstrated using the Mars field OBC data (www.rigzone.com/data/projects).

Depending on the receiver chosen to act as the virtual source, different source locations

give a stationary phase contribution (Wapenaar, et al., 2005; Snieder, et al., 2006a).

The correlation gather is a useful diagnostic for determining the source locations that

give the stationary phase contribution. To illustrate the contribution of the sources in

the stationary phase region, I generated virtual source gathers with a given receiver

as the virtual source but with sources in different subsets of source aperture used for

stacking.

The virtual source gathers contain not only undesirable physical arrivals from

waves propagating through the overburden but also unphysical arrivals (artifacts)

caused by the contribution from the sources at the edges of the source aperture and

spurious events due to incomplete source aperture (Snieder, et al., 2006a). These
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Figure 2.1. Depth section cartoon for a synthetic homogeneous model with two
receivers, A and B, located at different depths and a reflector 2 km deep. The four
blue circles are the source locations that give stationary phase contribution.

undesirable events are addressed in the final section of the chapter.

2.3 Maximum Allowable Source Spacing

An important consideration for generating a virtual source gather is the maxi-

mum allowable source spacing required to prevent spatial aliasing. The dependence of

the maximum allowable source spacing on velocity, depth of the receivers, and depth

of reflectors is demonstrated through the study of correlation gathers.

Let us start with the simple model shown in figure 2.1. Two receivers, A and

B, are placed at different depths, and a reflector is placed at a depth of 2 km. The

surface is indicated by the black dashed horizontal line, and the four circles on the

dashed line indicate the source locations that give the stationary phase contribution

(Wapenaar, et al., 2005; Snieder, et al., 2006a). The model is homogeneous with
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Figure 2.2. Correlation gather showing the reflection response for the model shown
in figure 2.1. Sources are spaced every 5 m.
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velocity 1500 m/s. Figure 2.2 shows a correlation gather for this model geometry

with sources spaced every 5 m. Each of the traces is the correlation of the reflection

response recorded at receivers A and B as a function of source location. Regions

in the vicinity of the extrema of the two reflection events show the source locations

that give the stationary phase contribution (Wapenaar, et al., 2005; Snieder, et al.,

2006a). The maximum allowable source spacing required to prevent spatial aliasing

is related to the maximum slope of the reflection events in these correlation gathers.

Larger maximum slope of the reflection events in the correlation gather hence requires

smaller source spacing to prevent spatial aliasing in the virtual source data.

Suppose two shots P and Q, separated by offset ∆x, are excited on the surface

and two receivers, M and N, record the downgoing and upgoing waves respectively at

a depth d (figure 2.3(a)). A reflector is present at a depth d + h. Figure 2.3(b) is a

cartoon of two traces (corresponding to the shots P and Q) of the correlation gather

for the receivers M and N. The horizontal axis is offset, and the vertical axis is time.

Each of the two traces shows a pulse with arrival time equal to the difference in the

traveltime for the waves to propagate from the source to the two receivers. For shot

P in figure 2.3(a) the arrival time is given by τP = [(LP2 + LP3 − LP1 )/v], where v is

the velocity of the medium and LP2 , LP3 , and LP1 are the propagation distances shown

in figure 2.3(a). For a fixed source spacing, the slope of the reflection event in the

correlation gather p is proportional to the difference in the arrival times for adjacent
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sources and is given by

p∆x = ∆τ

= |τP − τQ|

=
|(LP2 + LP3 − LP1 ) − (LQ2 + LQ3 − LQ1 )|

v

=
|(LP2 − LQ2 ) + (LP3 − LQ3 ) − (LP1 − LQ1 )|

v
, (2.1)

where LP2 , LQ2 , LP3 , LQ3 , LP1 , and LQ1 can be expressed in terms of d, h and the angles of

incidence and reflection. The maximum slope of the reflection event in the correlation

gather hence depends on the velocity of propagation, depth of the receivers (d), depth

of the reflector (d+ h), and the angles of incidence and reflection.

Figure 2.4 depicts correlation gathers and their corresponding f-k spectrum, ob-

tained by Fourier transforming the correlation gather both in space and time. Figure

2.4(a) shows correlation gather with no spatial aliasing. The slope of the reflection

event in the correlation gather is denoted by p. Figure 2.4(b) is a cartoon of the

corresponding f-k spectrum obtained by taking the Fourier transform both in time

and space, with f referring to frequency and k to the wavenumber. The f-k plot is a

useful diagnostic for detecting aliasing. The maximum wavenumber is kmax = 1/∆x,

where ∆x is the source spacing. The Nyquist wavenumber, kN (Karl, 1989), is the

highest wavenumber that can be unambiguously represented by the signal sampled

in space, and is equal to half of the maximum wavenumber (kN = kmax/2). The f-k

plot in figure 2.4(b) has all the wavenumbers within the Nyquist wavenumber range,
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Figure 2.3. Geometry (a) with two sources P and Q on the surface, two receivers M
and N at a depth d, and a reflector at a depth d+h. The paths of primary propagation
from sources P and Q, downgoing to receiver M and upgoing to receiver N are shown
by solid and dashed lines respectively. Figure (b) shows two traces (corresponding to
the shots P and Q) of the correlation gather for receivers M and N.
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a) b)

c) d)

Figure 2.4. (a) is a subset of a correlation gather for the data that are not spatially
aliased. (b) is the corresponding f-k spectrum. (c) is a subset of a correlation gather
for data that are spatially aliased. (d) is the corresponding f-k spectrum. p is the
slope of the reflection event in the correlation gather. fmax is the maximum frequency
and kN is the Nyquist wavenumber.



15

hence there is no spatial aliasing.

Figure 2.4(c) shows a correlation gather that is spatially aliased and figure

2.4(d) gives the corresponding f-k spectrum. The f-k plot in figure 2.4(d) shows

that the wavenumbers are not contained within the Nyquist wavenumber range. The

wavenumbers outside the Nyquist range (dashed lines) show up in the f-k plot as

a wrap-around (solid lines), indicating spatial aliasing. The relation of maximum

frequency, Nyquist wavenumber, and the slope of the spectrum in figures 2.4(b) and

2.4(d) suggest the following condition to prevent spatial aliasing:

pfmax ≤ kN

⇒ pfmax ≤
1

2∆x

⇒ ∆x ≤ 1

2pfmax
. (2.2)

The maximum allowable source spacing to prevent spatial aliasing therefore decreases

with increasing maximum frequency and maximum slope of the reflection event in

the correlation gather. The maximum slope of the reflection event in the correlation

gather [equation (2.1)] depends on the velocity of propagation, depth of the receivers,

depth of the reflector, and angles of incidence and reflection.

Let us illustrate the effect of spatial aliasing in the virtual source data. The

correlation gather (figure 2.2) stacked horizontally over all the source locations gener-

ates a virtual source trace consisting of a reflection event for both causal and acausal

times as shown in the right panel of figure 2.5. The causal pulse refers to the signal

recorded by the second receiver as if a virtual source at the first receiver is excited

at time t=0 and propagates forward in time. The acausal pulse refers to the signal

recorded by the first receiver as if a virtual source at the second receiver is excited at
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Figure 2.5. Correlation gather showing the reflection response for the model shown
in figure 2.1 and horizontal stack on the right. Sources are spaced every 5 m.
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Figure 2.6. Correlation gather showing the reflection response and horizontal stack
for the same model (figure 2.1), but with a larger source aperture (12000 m). Sources
are spaced every 5 m.



18

time t=0 and propagates backward in time (Petrashen and Nakhamkin, 1973). The

left panel of figure 2.5 is the same as figure 2.2. Along with the reflection events,

the virtual source trace also shows four low amplitude blips. The low amplitude

blips are the contribution of sources near the edges of the source aperture. These

edge effects are commonly observed in seismic data processing (Yilmaz, 2001) and

can be suppressed by either using a larger source aperture or tapering the correlation

gather before stacking. Figure 2.6 shows the correlation gather for the same model

(figure 2.1) but with a larger source aperture. The new source aperture is 12000 m

instead of 6000 m. Comparison of the horizontal stack in the right panel of figures

2.5 and 2.6 confirms that the edge effects tend to diminish with increase in the source

aperture. Wapenaar (1992) states that finite aperture artifacts cannot be removed

by extending the aperture unless some taper is applied. In the presence of geomet-

rical spreading and attenuation, however, the edge effects diminish when the source

aperture is increased.

The correlation gathers presented until now had a source spacing of 5 m, and

there was no spatial aliasing in the virtual source traces. If, however, the source

spacing is increased to 200 m [large enough to violate the inequality in equation

(2.2)] for the model of figure 2.1, the resultant correlation gather is shown in the left

panel of figure 2.7. Spatial aliasing shows up in the form of ringing in the stack (right

panel of figure 2.7).

The following subsection illustrates the dependence of maximum allowable source

spacing on the velocity of propagation, depth of the receivers, and depth of the

reflector, as given by equation (2.2).
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Figure 2.7. Correlation gather showing the reflection response and horizontal stack
for the model shown in figure 2.1 with sources spaced every 200 m.
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Figure 2.8. Depth section cartoon showing the geometry for the synthetic model.

2.3.1 Synthetic Model

Consider a homogeneous model with two receivers at a depth of 90 m, a single

reflector at a depth of 2000 m, and velocity 1500 m/s (figure 2.8). The physical

sources are fired at the surface. The geometry of the model is chosen to be similar

to an OBC acquisition geometry in order to relate to the source spacing for the Mars

field (located in the deepwater Gulf of Mexico) OBC data that are used in the second

part of the chapter. The depth of the seafloor for the Mars field is 1000 m. To

understand the dependence of the maximum allowable source spacing on the depth

of the receivers and to relate to the source spacing requirement for the Mars field, the

same model with receivers at a depth of 1000 m is considered later in the chapter.

The left panel of figure 2.9 shows the correlation gather for the model in figure

2.8. The horizontal stack of the correlation gather for this model (right panel of
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figure 2.9) shows two reflection events. The edge effects are negligible because the

slope of the reflection event in the correlation gather near the edges is higher than

that of the previous model. Bender and Orszag (1978) show mathematically that

for an oscillating function having non-zero values at the end points the amplitude of

the end points is inversely proportional to the derivative of the phase function. The

phase function for the virtual source data is the correlation gather.

The source spacing in the correlation gather (left panel in figure 2.9) is 5 m.

As discussed in the previous section, the most common way to study aliasing is to

Fourier transform the data to the frequency-wavenumber (f-k) domain. A wrap-

around in f-k spectrum indicates aliasing. Figure 2.10 shows the f-k spectrum of

the correlation gather in left panel of figure 2.9. For source spacing ∆x = 5 m, the

maximum wavenumber kmax = 0.2 m−1 (kmax = 1/∆x). The corresponding Nyquist

wavenumber kN is 0.1 m−1 (kN = kmax/2), which is the limit of the wavenumber

axis in figure 2.10. All the wavenumbers are within the Nyquist wavenumber range,

indicating no spatial aliasing.

The correlation gather for source spacing of 50 m is shown in the left panel

of figure 2.11. The ringing in the horizontal stack (right panel of figure 2.11) indi-

cates that the data are spatially aliased. Figure 2.12 shows the corresponding f-k

plot. For source spacing ∆x = 50 m, the maximum wavenumber kmax = 0.02 m−1.

The corresponding Nyquist wavenumber kN is 0.01 m−1, which is the limit of the

wavenumber axis in figure 2.12. The wrap-around in the spectrum indicates the pres-

ence of wavenumbers outside the Nyquist wavenumber range indicating that the data

are spatially aliased. Hence, the maximum allowable source spacing for this model

lies between 5 m and 50 m. A combination of the f-k plot and equations (2.1) and

(2.2) can be used to design the maximum allowable source spacing to prevent spatial
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Figure 2.9. Correlation gather showing the reflection response for the model shown
in figure 2.8. Sources are spaced every 5 m.
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Figure 2.10. Frequency-wavenumber (f-k) plot corresponding to the correlation gather
shown in figure 2.9. For source spacing (∆x) of 5 m, the maximum wavenumber kmax
is 0.2 m−1 (kmax = 1/∆x). The corresponding Nyquist wavenumber kN is 0.1 m−1

(kN = kmax/2), which is the limit of the wavenumber axis.
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Figure 2.11. Correlation gather showing the reflection response for the model shown
in figure 2.8 with sources spaced every 50 m.

aliasing in the virtual source data.

Equations (2.1) and (2.2) indicate that the maximum allowable source spacing

depends on maximum slope of the reflection event in the correlation gather (p), which

in turn depends on the velocity of the medium. According to equation (2.1) the max-

imum slope of the reflection event in the correlation gather decreases with increasing

the velocity. Figure 2.13 shows the correlation gather for velocity of 2000 m/s (instead

of 1500 m/s) with the same model (figure 2.8). With the higher velocity, the max-
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Figure 2.12. Frequency-wavenumber (f-k) plot corresponding to the correlation gather
shown in figure 2.11. For source spacing (∆x) of 50 m, the maximum wavenumber
kmax is 0.02 m−1 (kmax = 1/∆x). The corresponding Nyquist wavenumber kN is 0.01
m−1 (kN = kmax/2), which is the limit of the wavenumber axis.
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imum slope of reflection event [equation (2.1)] in this correlation gather is smaller

than the maximum slope of the reflection event in the correlation gather in figure

2.9. The reduction in the maximum slope of the reflection event can be physically

explained by the decrease in the traveltime difference between the adjacent receivers

with increase in the velocity. Hence, the maximum slope of the reflection event in the

correlation gather reduces with increasing the velocity, thus allowing a larger source

spacing.

The maximum slope of the reflection event in the correlation gather [equation

(2.1)] depends on the propagation lengths L1, L2 and L3 (figure 2.3). These propaga-

tion lengths depend on the depth of the reflector, making it an important parameter

that constraints the maximum allowable source spacing. Figure 2.14 shows the cor-

relation gather for reflector depth of 1000 m (instead of 2000 m). Because of the

decrease in the reflector depth, the maximum slope of the reflection event in this

correlation gather reduces compared to that of the reflection event in the correlation

gather in figure 2.9. As with the velocity increase, the reduction in the maximum

slope of the reflection event in the correlation gather due to a decrease in the re-

flector depth can be physically explained by a decrease in the traveltime difference.

The maximum slope of the reflection event in the correlation gather thus increases

with increasing the reflector depth, causing the maximum allowable source spacing

to decrease. Therefore, the deepest reflector in the subsurface controls the maximum

allowable source spacing without introducing spatial aliasing.

The propagation lengths L1, L2 and L3 that control the maximum slope of the

reflection event in the correlation gather, also depend on the depth of the receivers

[equation (2.1)]. Let us illustrate the dependence of the maximum allowable source

spacing on the depth of the receivers. The reflector is 2000 m deep, and the velocity
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Figure 2.13. Correlation gather showing the reflection response and horizontal stack
for the model shown in figure 2.8 but with velocity 2000 m/s. Sources are spaced
every 5 m.



28

-2

-1

0

1

2

-2000 0 2000

-2

-1

0

1

2

1

source location (m)

tim
e 

(s
)

Figure 2.14. Correlation gather showing the reflection response and horizontal stack
for the model shown in figure 2.8 but with reflector 1 km deep. Sources are spaced
every 5 m.
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Figure 2.15. Correlation gather and horizontal stack showing the reflection response
for the the model shown in figure 2.8 but with receivers 1000 m deep.

is 1500 m/s. The two receivers are, however, placed at a depth of 1000 m. This

geometry is similar to that of the Mars field OBC data acquisition. Increasing the

depth of the receivers (from 90 m to 1000 m) for a fixed depth of the reflector (2000

m) is analogous to reducing the depth of the reflector therefore leading to a decrease

in the maximum slope of the reflection event in the correlation gather [equation (2.1)].

Deeper receivers, therefore, allow a larger source spacing without introducing spatial

aliasing.
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The correlation gather for this model with 5 m source spacing is shown in the

left panel of figure 2.15. The maximum slope of the reflection event in this correlation

gather is smaller than that in the correlation gather in the left panel of figure 2.9.

The horizontal stack (right panel of figure 2.15) shows the two clean reflections with

their edge effects, hence suggesting no spatial aliasing. The edge effects in this case

are stronger as compared to that in figure 2.5 because the slope of the reflection event

in the correlation gather shown in figure 2.15 is smaller at the end points than that

in figure 2.5. When the source spacing is increased to 50 m, the resultant horizontal

stack (right panel of figure 2.16) shows weak ringing (around ± 1 s), suggesting

that the data are spatially aliased but not nearly as severely as for the model with

receivers 90 m deep. Increasing the depth of the receivers reduced the maximum slope

of the reflection event in the correlation gather, thus allowing a larger source spacing

without introducing severe spatial aliasing. This suggests that shallower receiver

locations results in a larger maximum slope of the reflection event in the correlation

gather and thus, requires smaller source spacing to prevent spatial aliasing.

The maximum allowable source spacing, a crucial consideration while designing

a virtual source experiment, can be constrained with the help of the f-k spectrum plot

and equations (2.1) and (2.2). Summarizing, the maximum allowable source spacing

depends on the propagation lengths LP2 , LQ2 , LP3 , LQ3 , LP1 , and LQ1 which in turn

depend on the depth of the receiver, depth of the reflector, velocity of the medium

and the angles of incidence and reflection.

A surface seismic experiment requires the receivers to be densely sampled to

prevent spatial aliasing that would occur when the data are used for imaging (e.g.,

Kirchhoff migration). The maximum allowable receiver spacing to prevent spatial

aliasing in surface seismic data depends on the subsurface parameters such as the
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Figure 2.16. Correlation gather and horizontal stack showing the reflection response
for the the model shown in figure 2.8 but with receivers 1000 m deep and source
spacing 50 m.
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velocity and the deepest reflector. For the virtual source method the receivers are

located in the subsurface. The receiver spacing requirements for the virtual source

method, however, are similar to that for the surface seismic experiment. In addition

to the optimum receiver spacing, for the virtual source method the sources on the

surface also requires to be designed as described above to prevent spatial aliasing

artifacts in the virtual source data.

Apart from the source spacing and receiver spacing, other implementation issues

include the choice of the receiver that acts as the virtual source, the locations of the

physical sources used for stacking, and undesirable events resulting from limited ac-

quisition aperture and overburden multiples generated while creating a virtual source

gather. These issues are addressed in the following sections.

2.4 Generation of Virtual Source Gathers

A virtual source gather is generated by correlating the wavefield recorded by a

reference receiver (virtual source) with that of all the other receivers and stacking

the correlation gather over the physical sources. The generation of the virtual source

gathers is demonstrated using multi-component ocean-bottom cable data recorded at

the Mars field (www.rigzone.com/data/projects). The Mars field is located in the

deepwater Gulf of Mexico. Figure 2.17 sketches a model of the acquisition geometry.

The geometry consists of 364 shots fired (at a spacing of 25 m) on the sea-surface with

120 4-C sensors (spaced every 50 m) permanently stationed on the seafloor about 1 km

deep. The source spacing analysis for receivers located at a depth of 1000 m suggests

that 25 m source spacing is sufficient to prevent spatial aliasing in the virtual source

data for receivers located on the seafloor 1 km deep. As shown in figure 2.17, these

364 shots are divided into nine groups, which I refer to as panels. The horizontal bar
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Figure 2.17. Cartoon of the acquisition geometry of the ocean-bottom cable data set
obtained from the Mars field. The seafloor is at a depth of 1 km. There are 120 4-C
sensors permanently stationed on the seafloor with spacing of 50 m (triangles). A
total of 364 shots were fired from the sea-surface every 25 m. The shots are divided
into 9 panels, each panel consisting of about 40 shots. The missing shots in panel 7
are indicated by the horizontal bar.



34

receivers

tim
e 

(s
)

12020 40 60 80 100

2

5

4

3

0
1

6

B

A

D

C

Figure 2.18. A single raw shot gather (hydrophone component) showing direct arrival,
refractions, reflections and ship noise that are labeled as A, B, C, and D, respectively.
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in shot panel 7 indicates missing shots attributable to the presence of the platform.

Let us concentrate on the hydrophone component (figure 2.18). The shot gather

depicts a direct arrival (A) that propagates with the water velocity (1500 m/s), re-

fractions (B) and reflections (C). The group of events marked by D correspond to the

noise generated by a service boat. This boat is docked at the platform for prolonged

periods while loading and unloading supplies during data acquisition.

Apart from source spacing, another crucial consideration for generating a virtual

source is the location of the sources over which the correlation gather is generated

and stacked. Stationary phase analysis is useful to diagnose the source locations

that give the dominant contribution (Wapenaar, et.al., 2005; Snieder, et.al., 2006a).

Figure 2.19 shows, for the hydrophone component, a correlation gather with each trace

representing the correlation of the waves recorded by the hydrophone at receiver 1

with the waves recorded by the hydrophone at receiver 120 as a function of source

location. The events in the correlation gather have two extremas, labeled 1 and 2,

corresponding to two stationary phase regions. The arrow indicates a discontinuity in

the correlation gather that is caused by the missing shots in source panel 7. Low pass

filtering (cut-off frequency = 15 Hz) is applied to the correlation gather to increase

the signal-to-noise level, as shown in figure 2.19.

This correlation gather would be stacked over all the sources to obtain a trace

that represents the wavefield recorded by receiver 120 as if a source was located at the

position of receiver 1. Similar virtual source traces can be generated by correlating the

wavefield recorded by receiver 1 with the wavefield recorded by every other receivers

and stacking over the source locations, to form a virtual source gather with receiver

1 as the virtual source. In the stack, the prominent contribution comes from physical

sources located in the stationary region; sources placed at other locations give con-
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Figure 2.19. Correlation gather generated by correlating the wavefield recorded by
the hydrophone in the receiver 1 with the wavefield recorded by the hydrophone in
the receiver 120 for all source locations. The horizontal axis corresponds to source
location. The extremas indicated by boxes 1 and 2 correspond to the sources giving
stationary phase contribution. The arrow points to the discontinuity resulting from
the missing shots in source panel 7. In order to increase the signal-to-noise level, it
has been low-pass filtered.
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Figure 2.20. Virtual source gather for hydrophone with receiver 1 as the virtual source
and source panel 1 used for stacking. The direct arrival is shown by A and a strong
reflection shown by B.
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tributions that interfere destructively. Instead of stacking over all sources, a virtual

source gather can also be generated by stacking the correlation gather over sources in

a subset of the source aperture that includes the sources giving the stationary phase

contribution.

Figure 2.20 shows, for the hydrophone, the virtual source gather with receiver

1 as the virtual source and the correlation gather stacked over the sources in source

panel 1. The gather looks similar to a conventional shot gather. A direct arrival (A),

a few refractions, and a strong reflection (B) are present in this virtual source gather.

Figure 2.19 shows that for t > 0, source panel 3 mostly contain the sources that give

stationary phase contribution.

If the correlation gather is stacked over the sources in source panel 3 instead

over those in source panel 1, one obtains the virtual source gather shown in figure

2.21. Apart from a few refractions, most of the arrivals are reflections either from

the subsurface or from the free-surface. The difference in the virtual source gathers

obtained by stacking over the sources in source panel 1 as compared to stacking over

the sources in source panel 3 arises because the waves excited by sources in source

panel 3 arrive with a different slowness range compared to those from source panel 1.

Virtual source gathers generated by stacking over sources in different source

panels can therefore be used to separate waves propagating with different slownesses.

This is similar to beam steering or “focused stack” (Poletto and Miranda, 2004;

Sheriff, 1999), which emphasizes energy from particular directions. The raw shot

gather (figure 2.18) shows the direct arrival, refractions and reflections. In contrast,

virtual source gathers generated by stacking over different source panels can be used

to separate the reflections from the direct arrival and refractions.

Figure 2.21 shows three strong events occurring at about 1.4, 2.8 and 4.2 s,
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Figure 2.21. Virtual source gather for hydrophone with receiver 1 as the virtual source
and source panel 3 used for stacking. The events pointed by the arrow correspond to
the free-surface multiples. The artifact caused by the edge effect is highlighted by an
ellipse.
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Figure 2.22. Depth section cartoon illustrating the ray paths corresponding to the
three free-surface multiples arriving at different times as shown in figure 2.21.

marked by A, B and C, respectively. These arrivals correspond to the reflections

from the free-surface (i.e., free-surface multiples) whose ray paths are shown in figure

2.22. These arrivals, coming from the water layer, are a part of the undesirable

overburden response in the virtual source data. The next chapter focuses on the use

of wavefield separation applied to the virtual source method to remove such events

coming from the overburden.

In figure 2.21 the arrival close to the direct arrival for near offset, highlighted by

an ellipse, is an artifact caused by edge effects associated with truncation of the stack

over the finite number of shots. The shape of the artifacts introduced by edge effects

is diagnosed in the next subsection.

2.4.1 Edge Effect

To illustrate the edge effect in the generation of the virtual source gathers, let us

consider the virtual source gather for hydrophone data with receiver 60 as the virtual
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Figure 2.23. Virtual source gather for hydrophone data with receiver 60 as the virtual
source and source panel 5 used for stacking. The two perpendicular lines show the
zero time and the location of the virtual source. The arrows close to ± 1.4 s (denoted
by D and E) and the dashed line shows the apexes of the free-surface multiples for
the causal and acausal responses. Box A indicates the artifact due to waves coming
only from one side of the virtual source, which is caused by use of a small source
aperture located to the left of the virtual source. Spurious events shown by B are the
side-lobes in the auto-correlation. The artifacts from the edges are indicated by C
and are highlighted by a dashed line.
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Figure 2.24. Traveltime difference curve (as a function of receiver offset) representing
the difference in the traveltime for waves to travel from the source to the receiver 60
and that for waves to travel from the source to receivers 1 through 59 for the the two
sources each located at the edge of source panel 5.
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source (figure 2.23). The correlation gather is stacked over the sources in source panel

5. These sources give the stationary phase contribution. The two thin perpendicular

lines mark zero time and the location of the virtual source, respectively. The wavefield

for positive times and positive offsets (with respect to receiver 60) is comparable to

a conventional shot gather. It consists mainly of the direct arrival, refractions, and a

strong reflection (D). Let us identify the events marked by A through E in the virtual

source gather.

• Box A shows a group of spurious arrivals that arise because the correlation

gather is stacked over a small subset of sources (source panel 5). These spuri-

ous events average out by using a larger source aperture such that energy comes

from a larger range of directions. If the overburden was complex and hetero-

geneous instead of the homogeneous water layer, scattered waves come from

a larger range of directions, thus creating an effective larger source aperture

(Fink, 1993, 1999; Clouet and Fouque, 1997; Borcea, et al., 2002; Borcea, et

al., 2003; Parvulescu, 1995; Blomgren, et al., 2002; Mehta and Snieder, 2006;

Haider, et al., 2004).

• The weak arrivals marked by B have moveout parallel to that of the direct

arrival. These arrivals are the side-lobes of the auto-correlation of the source-

time function that results from the correlation of the wavefields recorded by

the virtual source and the receiver. Let P be the virtual source and Q be the

receiver. The correlation of the wavefields recorded by the virtual source and

the receiver is given, in the frequency domain, by

U(rP, rS, ω)U∗(rQ, rS, ω) = |S(ω)|2G(rP, rS, ω)G∗(rQ, rS, ω), (2.3)
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where S(ω) is the frequency domain representation of the source wavelet, G(rP, rS, ω)

is the Green’s function for wave propagation from the source to the virtual

source P, G(rQ, rS, ω) is the Green’s function for wave propagation from the

source to the receiver Q and rS, rP and rQ are the coordinates of the source,

the virtual source P, and the receiver Q, respectively. The power spectrum of

the source pulse |S(ω)|2 corresponds, in time domain, to the auto-correlation

of the source-time function whose side-lobes are labeled as B in figure 2.23.

These side-lobes can be removed by deconvolving the traces in the correlation

gather by the auto-correlation of the source-time function before stacking over

the sources. The deconvolution of the correlation gather by the auto-correlation

of the source-time function is addressed in chapter 4.

• The direct arrival extends to negative times to give two spurious arrivals shown

by C. These are artifacts attributable to truncation of the stack over the sources.

These arrivals are extended by dashed thin lines to highlight the shape of the ar-

tifact with increasing offset. A useful tool to diagnose the shape of the artifact is

the traveltime difference curves (figure 2.24) representing the difference in trav-

eltime for waves traveling from the two sources (each at the two ends of source

panel 5) to receiver 60 and in that for waves traveling from the same sources to

the receivers 1 through 59, using the water velocity as 1500 m/s. Figure 2.25

shows that the traveltime difference curve agrees well with the kinematics of the

edge effect artifact and, hence, is a good diagnostic for estimating the shape of

that artifact. A simple way to suppress the edge effect is to taper the correla-

tion gather or stack the correlation gather over a larger source aperture. Figure

2.26 shows the virtual source gather after applying a linear taper to the last 15

traces on each side in the correlation gather prior to stacking. Application of
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Figure 2.25. Virtual source gather for hydrophone with receiver 60 as the virtual
source and source panel 5 used for stacking. The artifacts caused by the edges of
the source panel (indicated by C in figure 2.23) agree well with traveltime difference
curve.
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Figure 2.26. Virtual source gather for hydrophone with receiver 60 as the virtual
source and source panel 5 used for stacking. Linear tapering is applied to the end
traces in the correlation gather to attenuate the edge effect artifacts (indicated by C
in figure 2.23).
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the taper to the correlation gather has suppressed the edge effect labeled as C.

• Similar to the strong reflection (D) at 1.4 s is also a reflection (E) at -1.4

s. Figure 2.27 shows two cartoons of the ray paths corresponding to the two

reflection events (D and E). The acausal reflection event for negative times

(E) is present because downgoing waves that arrive at a receiver to the left

of receiver 60 are reflected and then arrive at receiver 60 (figure 2.27(a)). In

contrast, the reflection event for positive times (D) occurs because downgoing

waves that arrive at receiver 60 are reflected and then arrive at a receiver to

the right of receiver 60 (figure 2.27(b)). Both reflection events are incomplete

in either offsets because energy is coming from only the sources in source panel

5.

If, instead of stacking over sources in source panel 5, all the sources are used

for stacking, the resulting virtual source gather is shown in figure 2.28. The waves

forming an “X” shape, with the two events intersecting at time t=0, correspond to

the direct arrivals for both negative and positive offsets (with respect to receiver 60)

and times. The free-surface multiples (D and E in figure 2.23) with apexes at ± 1.4

s, are now present for both the negative and positive offsets and times. Artifacts A

and C (figure 2.23) are also suppressed because a larger source aperture is used.

Figure 2.29 shows that application of similar tapering to the correlation gather

for virtual source gather with receiver 1 as the virtual source leads to suppression of

the edge effect that was highlighted with an ellipse in figure 2.21.

The arrow in figure 2.19 indicates the location of the missing shots in source

panel 7. A stack over the sources in this panel would give edge effects not only from

sources located at the ends of the source aperture but also those from the discontinuity

caused by the missing shots. Hence, it is essential to apply tapering to traces close
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Figure 2.27. Depth section cartoon showing the arrivals that causes the two reflection
events D and E shown in figure 2.23. Figure (a) shows the arrival leading to the
acausal reflection event (E) and figure (b) shows the arrival leading to the causal
reflection (D).
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Figure 2.28. Virtual source gather for hydrophone with receiver 60 as the virtual
source with all source panels used for stacking. Linear tapering is applied to the end
traces in the correlation gather to attenuate the artifacts caused by edge effects. In
addition to the direct arrivals, reflection events (shown by the arrows) are clear for
both the causal and acausal responses.
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Figure 2.29. Virtual source gather for hydrophone with receiver 1 as the virtual source
and source panel 3 used for stacking. Linear tapering is applied at the end traces of
the correlation gather to attenuate the edge effect artifacts. The result of tapering
is shown by the ellipse as compared to the region highlighted by the ellipse in figure
2.21.
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to such discontinuities, along with the traces at the ends of the source aperture.

2.4.2 Spurious Events

Apart from the artifacts caused by sources at the edges of the source aperture,

virtual source gathers also contain undesirable arrivals due to incomplete source aper-

ture (unphysical events) and waves propagating through the overburden (physical

events). Figure 2.30 shows a three-layer model to illustrate the effect of incomplete

source aperture and reflections coming from the overburden and the free-surface. In

all the subfigures, the red triangle is the virtual source and the yellow triangle is

the receiver. They are both located at depth and physical sources are excited at

the surface. Figure 2.30(a) shows the source location along the surface that gives

the stationary phase contribution (Wapenaar, et al., 2005; Snieder, et al., 2006a)

for a physical arrival between the virtual source and the receivers as shown by the

black arrows. By constructive interference of the contributions from all other sources,

only this source contributes to the true response between the virtual source and the

receiver.

For the source location in figure 2.30(b), the virtual source and the receiver will

record the wavefield propagating along the red arrows. Snieder, et al. (2006a) explain

that even though the source gives a stationary phase contribution, correlation of the

two wavefields does not correspond to any physical arrival between the receivers;

hence this source does not contribute to the true response. Such arrivals contribute

to spurious events in the virtual source gather. Snieder, et al. (2006a) also show

that if a source were placed below the receivers, as shown in figure 2.30(c), the

waves propagating along the blue arrows would cancel the contribution of the waves

propagating along the red arrows; hence the spurious event would not be a part of the
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Figure 2.30. Depth section cartoons explaining the need for wavefield separation. ‘S’
is the source and r1 and r2 are the reflection coefficients at the interfaces. Figure (a)
shows the source location that gives the stationary phase contribution for a physical
arrival between the virtual source and the receiver. Figure (b) shows the source
location that gives stationary phase contribution for a non-physical arrival between
the virtual source and the receiver. Figure (c) shows the hypothetical source below
the receivers, which if present, would cancel the effect of the non-physical arrival.
Figure (d) shows the presence of reflections from the overburden and the free surface
multiples.
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response. In geophysical applications, however, it is impractical to put a source in the

subsurface as shown in the cartoon. These unphysical spurious events are, therefore

unavoidably present in the virtual source gathers.

Along with the spurious events caused by incomplete source aperture, reflections

from the overburden and the free-surface are also a part of the virtual source data

(red arrows in figure 2.30(d)). These correspond to undesirable physical arrivals and

would also be a part of the response if a physical source was excited at the virtual

source location.

The next chapter demonstrates the use of wavefield separation applied to the

virtual source method to overcome some of these implementation issues and suppress

the artifacts generated while creating a virtual source gather.
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Chapter 3

IMPROVING THE VIRTUAL SOURCE METHOD BY WAVEFIELD

SEPARATION

3.1 Summary

The virtual source method has a few challenges, related to the implementation

issues such as limited acquisition aperture and reflections/multiples coming from the

overburden. Some of these challenges can be overcome by separating the wavefield

into upgoing and downgoing waves, hence improving the quality of virtual source

data. First, it suppresses the artifacts associated with the limited acquisition aperture

typically used in practice. Second, it helps reconstruct a response in the absence of

downgoing reflections and multiples from the overburden. These improvements in

removing the artifacts due to limited acquisition aperture and overburden-related

multiples are illustrated on a synthetic dataset of a complex layered model modeled

after the Fahud field in Oman, and on OBC data acquired in the Mars field in the

deepwater Gulf of Mexico.

3.2 Introduction

The simplest approach to generating virtual source gathers is to correlate the

total wavefield recorded at the virtual source location with the total wavefield recorded

at the receivers (Mehta, et al., 2006). The resulting virtual source gather includes

the complete response between the virtual source and the receiver. Theory states
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that true response between a given pair of receivers is obtained by correlating the

wavefields recorded at the two receivers and stacking the correlation gather over

sources enclosing the two receivers. As discussed in the previous chapter, however,

for geophysical applications there are challenges in the form of implementation issues

such as incomplete source aperture and the downgoing reflections and multiples from

the overburden. This chapter demonstrates the usefulness of wavefield separation to

overcome some of them.

The current practice to generate a virtual source gather is to correlate the time-

windowed direct arrival in the total wavefield recording at the virtual source with

the total wavefield at the receivers (Bakulin and Calvert, 2004, 2006; Calvert, et al.,

2004). This approach suppresses some of the unwanted responses as compared to the

simplest approach. Neither the simplest approach (correlating the total wavefields at

both the virtual source and the receivers) nor the current practice (correlating the

direct arrival in the total wavefield at the virtual source with the total wavefield at the

receivers) gives the true subsurface response. Apart from the spurious events due to

incomplete source aperture, for both the simplest approach and the current practice,

reflections from the overburden and the free-surface are present in the virtual source

data. These unwanted responses obscure the target reflections.

Up-down wavefield separation shows promise for improving the virtual source

data quality by suppressing the artifacts due to incomplete source aperture, and

the reflections coming from the overburden and the free-surface. Similar up-down

wavefield separation is done by Snieder, et al. (2006b) in a different context applied

to structural engineering. The following section illustrates this improvement using a

layered synthetic model.

Apart from imaging below complex overburden, seismic interferometry is also a
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powerful tool for time-lapse monitoring with permanently placed receivers. The final

section illustrates the improvement in the virtual source method using wavefield sep-

aration for the Mars field OBC data. Wavefield separation helps suppress the strong

reflection from the sea-surface, hence unraveling the reflection response. Chapter

4 demonstrates how wavefield separation improves the repeatability for time-lapse

monitoring by making the response independent of variations in the sea water level,

sea surface roughness, sea water temperature, salinity, source location, and source

signature.

3.3 Synthetic Modeling

Figure 3.1 shows the vertical profiles of the P- and the S-wave velocities used for

synthetic simulation by reflectivity modeling (Schmidt and Tango, 1986). The density

varies between 2100 to 2500 kg/m3. 161 sources (vertical forces) are placed, every 10

m, on the surface and 41 receivers are placed, every 10 m, in a horizontal well at a

depth of 250 m. The objective is to create virtual sources along the horizonal well

to suppress the distorting effects of the near-surface overburden (above 200 m), when

trying to image the reservoir layers labeled 1 through 4. The complex overburden

(i.e. the region above the receivers) consists of layers with extremely high velocity

contrasts typical of the Middle East, and here modeled after the Fahud field in Oman.

If ideal redatuming is to be performed with seismic interferometry then the recon-

structed response corresponds to a buried virtual source at any of the receivers. This

response will contain reflections from the overburden layers as well as the free-surface

multiples.

Bakulin and Calvert (2004, 2006) showed how time-windowing the direct arrival

before correlation can eliminate some of the overburden reflections. This makes the
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Figure 3.1. P- and S-wave velocity profiles and the acquisition geometry for synthetic
model inspired by Middle East field Fahud. 161 sources are spaced every 10 m on the
surface and 41 receivers are placed on a horizontal well at a depth of 250 m. Receiver
spacing is 10 m.
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virtual source radiate predominantly downwards and provides cleaner response from

deep target reflectors. Their approach, however, cannot suppress the downgoing

reflections and multiples from the overburden. This chapter focuses on completely

eliminating from the virtual source data all the first-order reflections and multiples

related to the overburden.

The virtual source data is benchmarked against the “ground truth” response

computed for a new model where a physical source is placed at the virtual source

location and all the overburden above the well is replaced by a homogeneous half-

space with the same velocities as for the original model just below the receivers (figure

3.1).

Receiver 21 (middle receiver), highlighted in red in figure 3.1, is selected to be

the virtual source. This virtual source gather should be equivalent to the response

obtained by placing a physical source at the location of receiver 21 for the new model.

Figure 3.2 shows a comparison of the two responses. Figure 3.2(a) shows the virtual

source gather generated by correlating the total wavefield at the virtual source loca-

tion (receiver 21) with the total wavefield at the receivers. Figure 3.2(b) shows the

wavefield response of the receivers to a physical source (vertical force) at the virtual

source location, after removing the laterally propagating shear waves. The laterally

propagating shear waves are removed by using only the upgoing energy at the re-

ceivers. This response will be referred to as the ground truth response. In addition

to the four P-P reflection events corresponding to the high-velocity features, labeled

1 through 4 in figure 3.1, which are present in both types of gather, the virtual source

gather contains numerous other events.

For easier comparison the ground truth response is replotted as shown in figure

3.3. The four P-P reflections labeled 1 through 4 and an S to P conversion is ob-
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Figure 3.2. Figure (a) shows the virtual source gather generated by correlating the
total wavefield at the virtual source (receiver 21) with the total wavefield at the re-
ceivers. Figure (b) shows the shot gather generated by placing a physical source
(vertical force) at the virtual source location (receiver 21) and a homogeneous half
space above it. In Figure (b), the laterally propagating shear waves have been re-
moved.
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Figure 3.3. Ground truth response generated by putting a physical source (vertical
force) at the virtual source location (receiver 21). The laterally propagating shear
waves have been removed.
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Figure 3.4. Black lines show the ground truth response. Red lines show the vir-
tual source gather generated by correlating the total wavefield at the virtual source
(receiver 21) with the total wavefield at the receivers.
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served. Further analysis is, however, restricted to P-waves only. Figure 3.4 shows the

virtual source gather, plotted in red, on top of the ground truth, plotted in black.

As mentioned earlier, apart from the agreement in the reflection events, numerous

other events exist in the virtual source gathers. Some of them are of physical nature

(overburden-related response) and some are unphysical (artifacts arising from limited

source aperture), but both represent unwanted responses where the goal is to obtain

only reflections from the subsurface. The next section focuses on demonstrating how

wavefield separation suppresses both types of undesired response.

3.4 Wavefield Separation

The final section in the previous chapter illustrated, using a three-layered depth-

section cartoon (figure 2.30), the reasons for the spurious events due to limited source

aperture and the energy coming from the overburden. Apart from the four P-P

reflections, the numerous other events in figure 3.4 are the spurious events due to

limited source aperture and the reflections/multiples coming from the overburden.

These spurious events can be suppressed using wavefield separation. As shown

in figure 2.30(b), the wavefield propagating along the red arrows is recorded by the

virtual source and the receivers as upgoing waves. If the wavefield at the virtual

source is restricted to be only downgoing, these spurious events can be suppressed.

Even though the waves at the virtual source are only downgoing, the reflections

from the overburden and the free-surface, propagating along the ray path as shown

by the red arrows in figure 2.30(d), will also be recorded as a part of the virtual source

data. These correspond to physical arrivals and would be a part of the response if

a physical source was present at the virtual source location. The effect of these ar-

rivals can be suppressed by restricting the waves at the receivers to be only upgoing.
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Hence, the true subsurface response can be obtained by correlating the downgoing

energy at the virtual source location with the upgoing energy at the receivers. The

idea is similar to Noah’s deconvolution as suggested by Riley and Claerbout (1976),

an approach to generate seismograms in the absence of the free-surface effects by

deconvolving the upgoing waves with the downgoing waves. If such separation is

achievable without distortions, it may represent an improvement over the current

practice of time-windowing the direct arrival at the virtual source location and corre-

lating that with the total wavefield at the receivers (Bakulin and Calvert, 2004, 2006;

Calvert, et al., 2004). The following two subsections focus on generating the virtual

source data after separating the recorded wavefield by a) time-windowing the direct

arrival in the total wavefield, and b) separating the recorded wavefield into upgoing

and downgoing waves.

3.4.1 Windowing in Time

Figure 3.5 shows the virtual source gather (in red) generated by correlating the

time-windowed direct arrival in the total wavefield at the virtual source with the total

wavefield at the receivers. The time-windowed direct arrival is obtained by placing

a time gate of 40 ms around the direct arrival. In comparison to the ground truth

response (in black), the four reflection events are still preserved. As compared to figure

3.4 a lot of spurious events are suppressed. The suppression results from restricting

the energy at the virtual source location to be mostly downgoing P-wave energy (in the

form of direct arrival). Time-windowing the direct arrival thus improves the virtual

source gather, although a better wavefield separation approach is to decompose the

wavefield into upgoing and downgoing waves.
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Figure 3.5. Black lines show the ground truth response. Red lines show the virtual
source gather generated by correlating the time-windowed direct arrival at the virtual
source (receiver 21) with the total wavefield at the receivers.
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Figure 3.6. Black lines show the ground truth response. Red lines show the virtual
source gather generated by correlating the downgoing waves at the virtual source
(receiver 21) with the upgoing waves at the receivers.

3.4.2 Up-down Separation

As demonstrated by the cartoons in figure 2.30, the desired subsurface response

is obtained by correlating the downgoing energy at the virtual source location with

the upgoing energy at the receivers. Instead of time-windowing the direct arrival, the

wavefields are separated into upgoing and downgoing waves and then used for corre-

lation. Figure 3.6 shows the virtual source gather (in red) generated by correlating

the downgoing waves at the virtual source with the upgoing waves at the receivers.

The spurious events are suppressed because only the downgoing waves at used at the
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Figure 3.7. Black lines show the ground truth response. Red lines show the vir-
tual source gather generated by correlating the direct arrival time-windowed in the
downgoing waves at the virtual source (receiver 21) with the upgoing waves at the
receivers.
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virtual source for correlation. Similarly, the downgoing reflections and multiples from

the overburden are also suppressed by using only the upgoing energy at the receivers.

The virtual source gather closely matches the ground truth response. Hence, wave-

field separation is indeed a promising tool for suppressing the spurious events and the

downgoing reflections and multiples from the overburden, in the process of generating

the virtual source gather.

The up-down separation and time-windowing can also be combined to generate

the virtual source gather as shown in figure 3.7. This virtual source gather is generated

by correlating the direct arrival time-windowed in the downgoing waves at the virtual

source location with the upgoing waves at the receivers. For this synthetic model it

shows a improvement over figure 3.6 because the subsurface below the horizontal well

is pretty homogeneous except the four reflectors.

For field data this improvement will become prominent once the recorded wave-

field is separated into upgoing and downgoing waves. For the synthetic modeling,

the modeling program separated the wavefield into upgoing and downgoing waves.

For the field data, however, the sensors record the total wavefield. This recorded

wavefield can be separated into upgoing and downgoing waves using a well known

technique known as the dual-sensor summation (Ball and Corrigan, 1996; Barr and

Sanders, 1989; Barr, et al., 1996; Barr, 1997; Barr, et al., 1997; Canales and Bell,

1996; Dragoset and Barr, 1994; Jiao, et al., 1998; Loewenthal, 1994; Loewenthal and

Robinson, 2000; Paffenholz and Barr, 1995; Robinson, 1999; Soubaras, 1996), pro-

vided the wavefield is recorded by both the hydrophone and the vertical component

geophone. According to dual-sensor summation, if both the hydrophone (H) and

vertical component geophone (Z) records at the same sensor location, the sum H+Z

yields the upgoing energy and the difference H-Z the downgoing energy. Before ap-
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Figure 3.8. Comparison of the exact downgoing waves (black lines) with the H-Z
approximation (red lines).

plying this to field data, let us compare the exact downgoing and upgoing waves, for

our synthetic model with the waves separated by the H-Z and H+Z approximations

respectively.

Figure 3.8 shows the exact downgoing waves for the raw data (plotted in black)

and obtained from H-Z (plotted in red). Similarly, figure 3.9 shows the exact upgoing

waves for the raw data (plotted in black) and from H+Z (plotted in red). In each

plot the wavefields obtained in two different ways are practically identical, suggesting

that despite being strictly valid for zero-offset data in horizontally layered media,

dual-sensor summation technique provides a reasonable separation of the wavefield
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Figure 3.9. Comparison of the exact upgoing waves (black lines) with the H+Z
approximation (red lines).
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into upgoing and downgoing waves for all offsets at hand.

3.5 Field Example: Redatuming Ocean Bottom Seismic at Mars

In this section, the improvement in the virtual source gathers due to wavefield

separation is demonstrated using the data recorded for seismic monitoring in the Mars

field (figure 2.17) located in the deepwater Gulf of Mexico. Sea level, water velocity

and shot locations vary between repeat acquisitions even though receivers remain

permanently placed on the seafloor. These acquisition discrepancies and time-varying

overburden creates a problem for seismic monitoring aimed to detect the amplitude

changes related to field depletion. The virtual source method allows us to redatum

OBC data to the seafloor without knowing any of the overburden-related variations.

Redatumed data should correspond to fixed (virtual) source and fixed receiver and

hence, exhibit greatly improved repeatability between surveys. This was shown by

Bakulin and Calvert (2006) for synthetic and real data of repeated vertical seismic

profiles (VSP) acquired over time-varying overburden.

For the synthetic model, the improvement is observed in the virtual source gath-

ers by up-down wavefield separation. For the Mars field data, the dual-sensor summa-

tion technique is used for the separation of the wavefield into upgoing and downgoing

waves. These separated upgoing and downgoing waves are then used to generate the

improved virtual source gathers.

Before summing and differencing the hydrophone and the vertical geophone,

it is essential to calibrate the vertical geophone to the hydrophone because there

could be coupling variations and/or amplifier gain differences in the hydrophone and

the vertical component geophone. The calibration of the vertical geophone to the

hydrophone is done as follows. The first step is to align the first arrivals of hydrophone
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and vertical geophone for small offset traces using the geometry and correlation.

The first arrivals are then averaged over the hydrophone and the vertical geophone

separately so as to average out any contribution from reflectors near the seafloor. The

hydrophone records the wavefield that can be represented as : D*(1+R) where D is

the direct arrival and R is the water bottom reflection coefficient. In contrast, the

vertical geophone records D*(-1+R). In the time gate below the direct arrival and

above the free-surface reflection, the data should be upgoing. Using this information,

a scalar value is determined per vertical geophone and applied to the hydrophone

before doing the dual-sensor summation.

The geometry of figure 2.17 shows that the receivers record waves arriving at

non-normal incidence. The angle of incidence depends on the source-receiver offset.

For angle of incidence θ, instead of H+Z, the downgoing waves are strictly given by

H+Z/cos θ. Similarly, H-Z/cos θ strictly describes the upgoing waves. As demon-

strated by figures 3.8 and 3.9, H+Z and H-Z are, however, good approximations for

the upgoing and downgoing waves respectively.

For the Mars field OBC data, receiver 60 (middle receiver) is selected as the vir-

tual source and the correlation gather is stacked over all the sources. Figure 3.10(a)

shows the virtual source gather, for the hydrophone component, generated by cor-

relating the total wavefield recorded at the virtual source location with the total

wavefield at the receivers. The most prominent reflection is the reflection from the

sea-surface, labeled as “multiple” in the figure. The arrow with the “primary?” mark

is the location where the strongest true reflection is expected from the subsurface,

but is absent. Hence, even for a simple overburden, correlating the total wavefields

gives a virtual source gather dominated by the reflection from the sea-surface.

Using the hydrophone and the vertical component geophone recording and the
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Figure 3.10. Virtual source gathers generated with receiver 60 as the virtual source.
Figure (a) shows the virtual source gather generated by correlating the total wavefields
at both the virtual source and receiver locations. Figure (b) shows the virtual source
gather generated by correlating the downgoing waves at the virtual source location
with the upgoing waves at the receivers. The label “multiple” refers to the reflection
from the free-surface (overburden) and the label “primary” refers to the reflection
from the subsurface. The label “primary?” and “multiple?” refers to the absence of
the respective event.
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Figure 3.11. Virtual source gathers generated with receiver 60 as the virtual source.
Figure (a) shows the virtual source gather generated by correlating the direct arrival
time-windowed in the total wavefield at the virtual source with the total wavefield
at the receiver locations. Figure (b) shows the virtual source gather generated by
correlating the direct arrival time-windowed in the downgoing waves at the virtual
source location with the upgoing waves at the receivers. The label “multiple” refers
to the reflection from the free-surface (overburden) and the label “primary” refers to
the reflection from the subsurface. The label “primary?” and “multiple?” refers to
the absence of the respective event.
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Figure 3.12. Virtual source gathers generated with receiver 60 as the virtual source.
Figure (a) shows the virtual source gather generated by correlating the direct arrival
time-windowed in the downgoing waves at the virtual source location with the upgoing
waves at the receivers. Figure (b) shows the virtual source gather generated by
summing the virtual source gathers generated for hydrophone and vertical component
geophone : each of which is generated separately by correlating the direct arrival time-
windowed in the total wavefield at the virtual source location with the total wavefield
at the receivers. The label “multiple” refers to the reflection from the free-surface
(overburden) and the label “primary” refers to the reflection from the subsurface.
The label “multiple?” refers to the absence of the free-surface multiple.
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dual-sensor summation technique the upgoing and downgoing waves are separated

at all receivers. If instead of correlating the total wavefields, the downgoing waves

at the virtual source are correlated with the upgoing waves at the receivers, the

virtual source gather obtained is shown in figure 3.10(b). The free-surface multiple

is suppressed (highlighted by the arrow and “multiple?” mark). The reflections from

the deeper subsurface are now visible and the strongest one is highlighted by an arrow

and labeled as “primary.” Even though the reflections from the subsurface are visible,

the virtual source gather is still noisy.

Figure 3.11(a) shows the virtual source gather obtained by the current prac-

tice (Bakulin and Calvert, 2004, 2006; Calvert, et al., 2004): correlating the time-

windowed direct arrival in the total wavefield at the virtual source location with the

total wavefield at the receivers. The time-windowed direct arrival is obtained by plac-

ing a time gate of 400 ms around the direct arrival. Correlating the time-windowed

direct arrival makes the virtual source gather cleaner but the strongest reflection is

still the free-surface multiple (labeled as “multiple”). To further improve the virtual

source gather quality, the up-down separation is combined with the time-windowing

approach. As shown in figure 3.11(b), if the direct arrival, time-windowed in the

downgoing waves at the virtual source location, is correlated with the upgoing waves

at the receiver, the virtual source gather is cleaner and the true subsurface response

(highlighted by the arrow and labeled as “primary”) is clearly visible in the absence

of the free-surface multiples. The free-surface multiple (labeled as “multiple?”) is

attenuated because only the upgoing energy are used for correlation at the receivers.

The early-time reflections are crisper in figure 3.11(b) than in figure 3.11(a) because

time-windowing the direct arrival in the downgoing waves is a cleaner approach. By

time-windowing the direct arrival in the downgoing waves any contamination of the
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upgoing waves, that may have be present while time-windowing the direct arrival in

the total wavefield, is suppressed.

The virtual source gather shown in figure 3.11(b) contains an incoherent jitter

in the near offset around 3 to 4 s. In figure 3.10(a) this incoherent jitter does not

show up when the full wavefield of the hydrophone is used for correlation. This

incoherent jitter is the result of the wave scattering near the soft sea bottom. These

scattered and mode-converted waves are sensed by the vertical component and show

up in the virtual source gather when the vertical component is included for up-down

wavefield separation. Schalkwijk, et al. (2003) studied a similar decomposition of

multicomponent ocean-bottom seismic waves into downgoing and upgoing energy.

They explain this jitter as the cross-coupling of the vertical component with the

horizontal components, and they show that these events deteriorate the decomposition

result if they are not removed. Schalkwijk, et al. (1999) proposed to remove the

cross-coupling by optimally subtracting the horizontal velocity components from the

vertical component.

The combination of wavefield separation and time-windowing, hence, produces

the best of the responses [figure 3.11(b)], as predicted by synthetic modeling. While

wavefield separation restricts the radiation pattern of the virtual source to be strictly

downward, additional time-window imposes a P-wave virtual source and thus im-

proves signal-to-noise ratio by eliminating unwanted shear-wave energy from the vir-

tual source. This unwanted late energy might be used to generate virtual shear sources

(Bakulin and Calvert, 2005).

Dual-sensor summation is strictly valid for zero-offset data over horizontally lay-

ered media. Therefore in many practical instances of large offsets or complex over-

burden structure in two or three dimensions it may fail to deliver separated wavefields
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with undistorted phase as required for virtual source generation. In cases such as for

borehole observations below near surface, an alternative approach can be attempted

to unravel an improved reflection response of the subsurface. First, one can generate

two virtual source datasets using the current practice, i.e. correlating the direct ar-

rival, time-windowed in the total wavefield at the virtual source (V S), with the total

wavefield at the receivers, both for the hydrophone (V SH) and vertical component

geophone (V SZ) separately, and then extract the upgoing waves (V SH +V SZ) for the

downhole survey using dual-sensor summation with the virtual source data. Figure

3.12(b), generated by such an alternative approach, reveals a gather similar in quality

to our best response as depicted in figure 3.12(a) [same as figure 3.11(b)]. In figure

3.12(b), however, are distortions in early times and near the direct arrival because of

time-windowing in the total wavefield instead of time-windowing in the downgoing

waves. As shown before, wavefield separation in the process of generating the virtual

source gathers indeed gives the true subsurface response. This alternative approach

with wavefield separation after generating the virtual source data, however, also gives

reasonable reflection response and can be improved further by suitable combination

of three component (3-C) sources and 4-C geophones, i.e. by generating an elastic

(vector) virtual source.

The up-down wavefield separation applied to the virtual source method sup-

presses the downgoing reflections and multiples from the overburden shown in the

figure 2.30. There are, however, waves that propagate downwards from the virtual

source, reflect from the subsurface, propagate through the overburden and reflect

back into the subsurface and are then sensed by the receivers as upgoing waves. Such

downgoing reflections and multiples from the overburden are present in the virtual

source data even after applying wavefield separation to the virtual source method.
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The next chapter demonstrates the usefulness of the virtual source method for

time-lapse monitoring, especially after incorporating wavefield separation. By in-

corporating wavefield separation in the virtual source method, the sources of non-

repeatability due to the time-varying overburden and acquisition discrepancy is sup-

pressed. The next chapter also focuses on the importance of deconvolving the corre-

lation gather by the source power spectrum, to suppress the variations in the source

signature.
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Chapter 4

THE VIRTUAL SOURCE METHOD APPLIED TO THE MARS

FIELD OBC DATA FOR TIME-LAPSE MONITORING

4.1 Summary

The virtual source method requires surface shooting recorded by subsurface re-

ceivers placed below the distorting or changing part of the overburden. Redatuming

the recorded response to the receiver locations allow the reconstruction of a complete

downhole survey as if the sources were also buried at the receiver locations. The abil-

ity to redatum the data independent of the knowledge of time-varying overburden

velocities makes the virtual source method a valuable tool for time-lapse monitor-

ing. The virtual source method is applied to the Mars field OBC data acquired in

the deepwater Gulf of Mexico with 120 multi-component sensors permanently placed

on the seafloor. Applying to the virtual source method, a combination of up-down

wavefield separation and deconvolution of the correlation gather by the source power

spectrum suppresses the influences of changes in the overburden (sea water), thus

strengthening the virtual source method for time-lapse monitoring.

4.2 Introduction

Apart from imaging below a complex overburden, the virtual source method is

a useful tool for time-lapse monitoring provided that the receivers are placed per-

manently below the time varying overburden. Time-lapse monitoring is a powerful
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tool for tracking changes in the subsurface. These changes include geomechanical

phenomena associated with the migration of fluids. Conventionally, the changes can

be tracked by observing the differences between data from the two seismic surveys

obtained over the surveillance period. Apart from changes in the subsurface caused

by fluid flow, the difference in the two seismic surveys include variations in the over-

burden along with the acquisition discrepancies, which are both prominent and un-

desirable.

The virtual source method is advantageous over the conventional seismic method

for time-lapse monitoring at the Mars field (figure 2.17) because with virtual sources

generated at each permanently placed receiver location the virtual source gathers

obtained are independent of the variation in the overburden as well as acquisition

discrepancies for the two surveys. The following section addresses the causes of non-

repeatability in the overburden and reasons for using the virtual source method for

time-lapse monitoring. The rest of the chapter demonstrates the usefulness of the

virtual source method for time-lapse monitoring, after incorporating wavefield sepa-

ration and deconvolution of the correlation gather by the source power spectrum.

4.3 Why Virtual Source Method?

Time-lapse seismic monitoring is a useful tool for tracking changes in the sub-

surface associated with reservoir production. Along with the changes in the data at

the reservoir level are prominent undesirable changes in the overburden that mask

the changes of interest in the reservoir that one seeks to monitor. For the Mars field,

the overburden consists of sea water. The variations in the overburden, therefore,

include changes in sea water level, sea surface roughness, sea water temperature and

salinity. Redatuming of the data down to the receiver locations using virtual source
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method makes the survey independent of these variations in the sea water. Other

causes of non-repeatability include acquisition discrepancies such as variations in the

source location and the source power spectrum. Source power spectrum varies not

only for the two surveys but also for each shot location [equation (2.3)]. The virtual

source data is, however, independent of the phase spectrum of the source-time func-

tion. The power spectrum of the source pulse may differ for different shots as well as

for different surveys. In order to remove the effect of varying source power spectrum,

the correlation gather is deconvolved by the power spectrum of the source wavelet.

4.4 Conventional Seismic Imaging

Mars field OBC data for the baseline survey was acquired in October-November

2004. The repeat survey was carried out in June 2005. Conventional seismic data

refers to the wavefield excited by sources on the sea surface and recorded by the

permanently placed sensors on the seafloor. To allow comparison with the seismic

images generated after migrating the virtual source data, the conventional seismic

data are downward continued to the seafloor using the water velocity. The virtual

source method is not applied. The refocused conventional seismic data is migrated,

for the years 2004 and 2005 separately, using prestack Kirchoff depth migration. The

depth images are then converted to time images (figures 4.1(a) and 4.1(b)) using the

Mars field velocity model generated by migration velocity analysis performed on the

conventional seismic data. The time t=0 denotes the seafloor level. The gap just

below the seafloor is due to blanking applied to the image gathers in order to mute

data for which the opening angle at the reflection at large.

Figure 4.1(c) is the difference of the two images. This difference is obtained

after locally time-aligning these images to account for any geomechanical changes in
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Figure 4.1. Images generated by migrating the conventional seismic data. Figure (a)
is the image for the year 2004. Figure (b) is the image for the year 2005. Figure (c)
is the difference of the two images, after time alignment, obtained on the same grey
scale as figures (a) and (b). The NRMS value is shown in the box in figure (c).
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a)

c) d)

b)

Figure 4.2. Cartoon of the ray paths corresponding to (a) conventional seismic data
and virtual source data generated by correlating the total wavefield at the virtual
source with the total wavefield at the receivers, (b) virtual source data generated
by correlating the direct arrival time-windowed in the total wavefield at the virtual
source with the total wavefield at the receivers, (c) data generated by correlating
the downgoing waves at the virtual source with the upgoing waves at the receivers.
Figure (d) is the cartoon of the ray paths of the multiple that propagates through the
overburden even after applying wavefield separation to the virtual source method.
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the subsurface and to separate changes within the reservoir from its gross movement.

There were no production-related subsurface changes between the two surveys over

the surveillance period. Therefore the differences [figure 4.1(c)] are mainly due to

variations in the overburden and to acquisition discrepancies. After being refocused

by the virtual source method at the seafloor, the waves propagate not only through

the subsurface [solid rays in figure 4.2(a)], but also through the sea water (dashed

rays in figure 4.2(a)). The causes of non-repeatability in the overburden (sea water)

include variation in the sea water level, sea surface roughness, sea water temperature

and salinity. Apart from the variation in the overburden, non-repeatability is also

caused by acquisition discrepancies that include variation in the source location and

source power spectrum. Variations in the overburden and acquisition contribute to

the prominent undesirable differences observed in figure 4.1(c).

The repeatability is quantified using normalized root mean square amplitude

(NRMS) of the difference of the images for the years 2004 and 2005. The NRMS of

the difference is defined as

NRMS =

√

< (M − B)2 >

< (M2 +B2)/2 >
,

where ‘B’ represents the base survey (2004) and ‘M’ represents the monitor survey

(2005). The symbols ‘<>’ represents the average value over the region where NRMS is

calculated. Decrease in the value of NRMS indicates improvement in the repeatability.

The NRMS is calculated for the entire seismic image. For the refocused conven-

tional seismic data, the NRMS value is 0.2892. Table 4.1 shows the NRMS of the

difference for the conventional seismic image as well as for the virtual source seismic

images that will be discussed in the following sections.
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Table 4.1. Comparison of the NRMS values for different seismic images. ‘Tot:tot’
refers to the virtual source data generated by correlating total wavefield at the virtual
source with the total wavefield at the receivers. ‘Dir’ refers to the direct arrival time-
windowed in the total wavefield. ‘Down’ refers to the downgoing waves. ‘up’ refers
to the upgoing waves. ‘Down-dir’ refers to the direct arrival time-windowed in the
down-going waves. ‘decon’ refers to the deconvolution of the correlation gather by
the source power spectrum. The corresponding figure number is mentioned in the
second column.

Seismic image Figure number NRMS
Conventional seismic 4.1 0.2892

Tot:tot 4.3 0.3493
Dir:tot 4.4 0.3346

Down:up 4.5 0.2676
Down-dir:up 4.6 0.1770

Down:up:decon 4.8 0.1624
Down-dir:up:decon 4.9 0.1414
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4.5 The Virtual Source Method

To generate the virtual source seismic image, different virtual source gathers

are generated with every receiver as the virtual source, and instead of migrating the

refocused conventional seismic data, the virtual source data generated for the years

2004 and 2005 are migrated using prestack Kirchoff depth migration. The depth image

is then converted to a time image using the Mars field velocity model generated by

migration velocity analysis on the conventional seismic data.

The simplest approach to generate a virtual source gather is to correlate the total

wavefield at the virtual source with the total wavefield at the receivers (Mehta, et al.,

2006). The images for the years 2004 and 2005 obtained by migrating virtual source

data generated using this simplest approach are shown in figures 4.3(a) and 4.3(b),

respectively. The response is dominated by the free-surface multiple because the

total wavefields are used, at both the virtual source and the receivers, for correlation.

Figure 4.3(c) is the difference of the two images after local time-alignment. In order

to highlight the features, the difference image is amplified by a factor of 10 in figure

4.3(d). The differences can be attributed to the waves propagating through the

overburden [dashed rays in figure 4.2(a)], which change between the two years because

of the variations in the sea water level, sea surface roughness, sea water temperature

and salinity. The acquisition discrepancies associated with changes in location of

the source between the two years is, however, removed. The variation caused by

differences in the source power spectrum [eq. (2.3)], nevertheless, still exists.

The NRMS of the difference for the virtual source data generated by the simplest

approach is 0.3493. This value is higher than the NRMS for the conventional seismic

image because the pre-processing of conventional seismic data included suppression

of the free-surface multiples. In contrast, the virtual source data generated using
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Figure 4.3. Images generated by migrating the virtual source data. Virtual source
gathers are generated by correlating the total wavefield at the virtual source with the
total wavefield at the receivers. Figure (a) is the image for the year 2004. Figure (b)
is the image for the year 2005. Figure (c) is the difference of the two images, after
time alignment, obtained on the same grey scale as figures (a) and (b). Figure (d)
is the difference of the image amplified by a factor of 10, on the same grey scale as
figures (a) and (b). The NRMS value is shown in the box in figure (d).
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the simplest approach has the multiples that propagate through the time-varying

overburden.

The images generated by the virtual source data [figure 4.3(a)] have lower fre-

quency content than that of the conventional seismic images [figure 4.1(a)]. The dif-

ference in frequency content is caused by the receivers and shots being placed along

a line whereas the wave-propagation is three dimensional. Snieder, et al. (2006a)

show that for such a geometry, the virtual source data need to be multiplied by a

factor of
√
iω (ω is the angular frequency), thus restoring the true frequency con-

tent. The pre-processing on the raw data involved band-limited spike deconvolution.

In the virtual source data, the deconvolution of the correlation gather by the power

spectrum of the source wavelet gives a zero-phase band-limited source pulse. Due to

this discrepancy, the source-time function for the virtual source data multiplied by
√
iω has a different frequency content compared to that of the conventional seismic

data. The discrepancy between the frequency contents of the virtual source data and

the conventional seismic data will, therefore, exist even after multiplying the virtual

source data with the
√
iω term. Hence, for the virtual source images that follows, we

don’t apply the
√
iω term.

4.6 Wavefield Separation

The free-surface multiple are the response from the overburden and hence, are

undesirable. They contaminate Figures 4.3(a) and 4.3(b) because we correlate the

total wavefield at the virtual source with the total wavefield at the receivers, both

of which contain those multiples. The dominant event is a simple reflection from

the sea surface and are mainly down-going waves. If, instead of correlating the total

wavefields, the down-going waves at the virtual source are correlated with the up-
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going waves at the receivers, the free-surface multiple along with other overburden

reflections can be suppressed (Mehta, et al., 2007b).

Before the wavefield is separated into upgoing and downgoing waves, let us con-

sider the image generated by migrating the virtual source data produced by the

current practice. That approach in generating virtual source gather involves correlat-

ing the direct arrival time-windowed in the total wavefield at the virtual source with

the total wavefield at the receivers (Bakulin and Calvert, 2004, 2006; Calvert, et al.,

2004). The images for the years 2004 and 2005 obtained by migrating virtual source

data, generated in that way are shown in figures 4.4(a) and 4.4(b), respectively. The

free-surface multiple still dominates because instead of using only the upgoing waves

at the receiver, the total wavefield is used for correlation. Figure 4.4(c) is the dif-

ference of the images for the years 2004 and 2005 and Figure 4.4(d) is the difference

image amplified by a factor of 10. Even with windowing the direct arrival for the

virtual source data the waves still have propagated upward through the overburden

after reflecting from the near-seafloor [dashed rays in figure 4.2(b)]; hence, discrep-

ancies associated with changes between the two years in sea water level, sea surface

roughness, sea water temperature, salinity and source power spectrum still exist.

The NRMS of the difference for the virtual source images generated by this

approach is 0.3346. Similar to the simplest approach, this value is higher than the

NRMS for the conventional seismic image because the pre-processing of conventional

seismic data included suppression of the multiples. In contrast, the virtual source

data generated by simply windowing the direct arrival at the virtual source still have

some multiples propagating through the time-varying overburden.

In order to make the virtual source data independent of the overburden, follow-

ing the approach by Mehta, et al., 2007b, the virtual source gathers are generated
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Figure 4.4. Images generated by migrating the virtual source data. Virtual source
gathers are generated by correlating the direct arrival time-windowed in the total
wavefield at the virtual source with the total wavefield at the receivers. Figure (a)
is the image for the year 2004. Figure (b) is the image for the year 2005. Figure (c)
is the difference of the two images, after time alignment, obtained on the same grey
scale as figures (a) and (b). Figure (d) is the difference of the images amplified by a
factor of 10, on the same grey scale as figures (a) and (b). The NRMS value is shown
in the box in figure (d).
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Figure 4.5. Images generated by migrating the virtual source data. Virtual source
gathers are generated by correlating the downgoing waves at the virtual source with
the upgoing waves at the receivers. Figure (a) is the image for the year 2004. Figure
(b) is the image for the year 2005. Figure (c) is the difference of the two images, after
time alignment, obtained on the same grey scale as figures (a) and (b). Figure (d)
is the difference of the images amplified by a factor of 10, on the same grey scale as
figures (a) and (b). The NRMS value is shown in the box in figure (d).
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by correlating the downgoing waves at the virtual source with the upgoing waves at

the receivers. Figure 4.5(a) and 4.5(b) are the images for the years 2004 and 2005,

respectively, obtained by migrating virtual source data generated after wavefield sep-

aration into upgoing and downgoing waves. Because the free-surface multiple, after

reflecting from the free-surface, is dominantly downgoing waves, correlation of down-

going waves at the virtual source with the upgoing waves at the receivers suppresses

the free-surface multiple and highlights, for example reservoir events at around 3.5 s.

The difference of the images [figure 4.5(c)] for the years 2004 and 2005, amplified in

figure 4.5(d), is less noisy compared to the differences in figures 4.4(d) and 4.3(d).

The NRMS of the difference image after up-down wavefield separation reduced

to 0.2676 (Table 4.1). The improved match in results for the two years compared

to that for the simplest approach and use of just the windowed direct arrival at

the virtual source supports the improvement in repeatability after up-down wavefield

separation. This improvement results because the waves now are those that prop-

agate predominantly through the subsurface [solid rays in figure 4.2(c)]. Wavefield

separation applied to the virtual source method has suppressed the first-order mul-

tiples propagating through the overburden, hence making the virtual source image

less sensitive to overburden-related changes. The difference image still has some low-

amplitude coherent events. These events could be the weaker amplitude multiples

that are downgoing at the virtual source, upgoing at the receivers and yet still have

propagated through the overburden (dashed rays in figure 4.2(d)). These multiples

cannot be suppressed even by applying wavefield separation to the virtual source

method.

Other sources of discrepancies in the time-lapse virtual source data can be further

reduced by time-windowing the direct arrival in the downgoing waves at the virtual
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Figure 4.6. Images generated by migrating the virtual source data. Virtual source
gathers are generated by correlating the direct arrival time-windowed in the downgo-
ing waves at the virtual source with the upgoing waves at the receivers. Figure (a)
is the image for the year 2004. Figure (b) is the image for the year 2005. Figure (c)
is the difference of the two images, after time alignment, obtained on the same grey
scale as figures (a) and (b). Figure (d) is the difference of the images amplified by a
factor of 10, on the same grey scale as figures (a) and (b). The NRMS value is shown
in the box in figure (d).
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source, instead of using all of the downgoing waves. Time-windowing the direct

arrival in the downgoing waves imposes the virtual source to be a P-wave source,

hence suppressing the non-repeatability in the shear waves. The images for the years

2004 and 2005 obtained by migrating the resulting virtual source data are shown in

figures 4.6(a) and 4.6(b), respectively, and the differences are shown in figures 4.6(c)

and 4.6(d). Compared to the images generated using the refocused conventional

seismic data (figures 4.1(a) and 4.1(b)), the images generated by the virtual source

data preserves all the coherent reflectors and are less noisy.

Using up-down wavefield separation and windowing of the direct arrival at the

virtual source has reduced the NRMS of the difference image just to 0.1770 (Table 4.1).

Although the variation in the shear waves is suppressed, the second-order multiples

that propagate through the time-varying overburden (dashed rays in figure 4.2(d))

still exist.

Application of wavefield separation to the virtual source method reduces the

NRMS values, hence improving the repeatability. Improvement in the virtual source

method by wavefield separation applied to the Mars field accounts for the variation in

the sea water level, sea surface roughness, sea water temperature, salinity and source

location. The variation in the source power spectrum [eq. (2.3)], however, still exist

in all the above images. The next section address the correction for the variation of

the source power spectrum.

4.7 Source Power Spectrum Variation

The correlation of the wavefields recorded by a given pair of receivers [eq. (2.3)]

contains the power spectrum of the source pulse. To suppress the influence of the

source power spectrum, and in particular its variation, the correlated data (correlation
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gather) must be deconvolved by the source power spectrum, presuming that it is

known or can be well approximated (Derode, et al., 2003; Schuster, et al., 2004;

Snieder, 2004; Wapenaar, 2004; Wapenaar, et al., 2005). Typically, the source pulse

varies not only between the two surveys but also among shots in a single survey. Since

air guns are used as sources, variation in the source pulse is mainly due to changes

in the air bubble, assuming that pre-processing of the two data sets attempted to

equalize the source pulses. The equalization of the source pulse was done as follows.

Small-offset traces were taken from each shot and the waves, in a time window of

400 ms around the direct arrival, were aligned. The length of the time window was

chosen to be 400 ms to include the bubble. These aligned traces were then averaged,

after which designative filters were derived to turn these responses into band-limited

delta functions. The same procedure was applied to both the surveys to obtain the

same desired band-limited delta function. This conventional pre-processing aimed to

remove variations in the bubble sequence but was not sensitive enough to remove

them completely.

The source power spectrum corresponds, in the time domain, to the auto-correlation

of the source wavelet. The auto-correlation of the source wavelet present in the corre-

lation gather varies from one shot to another because of changes in the residual bubble

sequence. The variation of the auto-correlation of the source pulse (for receiver 90)

as a function of source location for the years 2004 and 2005 is shown in figures 4.7(a)

and 4.7(b), respectively. Each of the two figures is the auto-correlation of the di-

rect arrival time-windowed in the downgoing waves at receiver 90 for all the source

locations. Downgoing waves are used for correlation to avoid any near-seafloor reflec-

tion interfering with the auto-correlation of the source pulse. The auto-correlation

of the source pulse varies not only between the two surveys but also between each
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Figure 4.7. Variation of the auto-correlation of the source pulse corresponding to
receiver 90 as a function of source location for 2004 (a) and 2005 (b). Figure (c) is
the difference of the gathers in (a) and (b), obtained on the same grey scale as Figures
(a) and (b). Figure (d) is the difference of the self-decons (convolution of the source
power spectrum and filter that represents the inverse of the source power spectrum)
for the years 2004 and 2005, on the same grey scale as figures (a) and (b).
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source location. The event close to ±0.35 s is attributable to the residual bubble.

Apart from the residual bubble, curved events are present for both causal and acausal

times. These curved events correspond to the interference of reflected and refracted

waves with the direct arrival for later times and larger offsets. Figure 4.7(c) is the

difference in the auto-correlation of the source pulse for the years 2004 and 2005.

The difference in the main lobe (close to time t=0) is negligible, suggesting that pre-

processing adequately equalized the primary source pulses. The curved events also

appear to diminish in the difference. The event occurring around ±0.35 s, however,

is the difference in the residual bubble and is pronounced and consistent for every

source location. This consistent difference could be due to the variation in the water

temperature between the two surveys; the base survey was carried out in October

and the repeat survey in June. Use of different air gun sources for the two surveys,

different air gun pressures, different actual depths of source arrays (both surveys used

the same nominal source depth), and discrepancies in the sea surface roughness could

be other possible reasons for the systematic variation in the residual bubble.

The imprint of varying source power spectrum on the virtual source data can be

removed by deconvolving each trace of the correlation gather by the power spectrum

of the corresponding source. This is equivalent to applying a filter that represents the

inverse of the source power spectrum. The convolution of the filter with the source

power spectrum is referred to as self-decon. Figure 4.7(d) is the difference of self-

decons for the years 2004 and 2005. Apart from the curved events representing the

interference of other events with the direct arrival, the contribution of the systematic

residual bubble variation is well suppressed. Hence, deconvolving the correlation

gather by the source power spectrum suppresses the source power spectrum variations.

Migrated images, for the years 2004 and 2005, generated after applying both
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Figure 4.8. Images generated by migrating the virtual source data. Virtual source
gathers are generated by correlating the downgoing waves at the virtual source with
the upgoing waves at the receivers, followed by deconvolving the source power spec-
trum before stacking. Figure (a) is the image for the year 2004. Figure (b) is the
image for the year 2005. Figure (c) is the difference of the two images, after time
alignment, obtained on the same grey scale as figures (a) and (b). Figure (d) is the
difference of the images amplified by a factor of 10, on the same grey scale as figures
(a) and (b). The NRMS value is shown in the box in figure (d).
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wavefield separation and deconvolution of the correlation gather by the source power

spectrum are shown in figures 4.8(a) and 4.8(b) respectively, with differences shown

in figures 4.8(c) and 4.8(d). The virtual source data for these images are generated by

correlating the downgoing waves at the virtual source with the upgoing waves at the

receivers. The correlation gather is then deconvolved by the source power spectrum

and stacked over the physical sources. The improvement in the repeatability by

combining up-down separation and deconvolution of the correlation gather with the

auto-correlation of the source-time function is evident by the decrease in the NRMS

to 0.1624 (Table 4.1).

The repeatability can be further improved by combining up-down separation,

time-windowing of the direct arrival and deconvolution. The images in figures 4.9

are obtained by migrating the virtual source data generated by combining up-down

separation, time-windowing of the direct arrival, and deconvolution. The NRMS, after

combining up-down separation, time-windowing the direct arrival and deconvolution,

reduces from 0.1624 without windowing to 0.1414.

Combination of up-down separation, time-windowing the direct arrival and de-

convolution with the source power spectrum thus, improves the repeatability of the

images created with the virtual source data. This makes the virtual source method a

useful tool for time-lapse monitoring where the goal is to image changes just in the

subsurface beneath the sources and the receivers. Up-down separation suppresses the

first-order multiples from the time-varying overburden. Time-windowing the direct

arrival in the downgoing waves imposes a P-wave virtual source, hence suppressing the

overburden-related variations in the shear waves. Finally, deconvolution of the corre-

lation gather by the source power spectrum further suppresses the non-repeatability

caused by variation in the source power spectrum. The progressively diminishing
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Figure 4.9. Images generated by migrating the virtual source data. Virtual source
gathers are generated by correlating the direct arrival time-windowed in the downgo-
ing waves at the virtual source with the upgoing waves at the receivers, followed by
deconvolving the source power spectrum before stacking. Figure (a) is the image for
the year 2004. Figure (b) is the image for the year 2005. Figure (c) is the difference
of the two images, after time alignment, obtained on the same grey scale as figures
(a) and (b). Figure (d) is the difference of the images amplified by a factor of 10, on
the same grey scale as figures (a) and (b). The NRMS value is shown in the box in
figure (d).
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values of NRMS in the sequence of tests supports our observation of improvement

in time-lapse monitoring by applying wavefield separation and deconvolution to the

virtual source method.

For the Mars field OBC data, the estimation of the source-time function was

possible because the source was impulsive (air gun). For applications such as earth-

quake data and other passive seismic recordings, however, the source-time function is

long and hence difficult to estimate. For such applications, the deconvolution of the

correlation gather by the source power spectrum becomes difficult. In order to avoid

dealing with the source-time function, a preferred tool for seismic interferometry is

deconvolution (Snieder and Şafak, 2006; Vasconcelos and Snieder, 2006; Vasconcelos

and Snieder, 2007a; Vasconcelos and Snieder, 2007b; Vasconcelos and Snieder, 2007c;

Vasconcelos, et al., 2007a; Vasconcelos, et al., 2007b). The next chapter focuses

on the use of deconvolution to estimate the near-surface properties and characterize

mode conversion.
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Chapter 5

DECONVOLUTION INTERFEROMETRY TO EXTRACT

NEAR-SURFACE PROPERTIES FOR A LOSSY LAYERED MEDIUM

5.1 Summary

The virtual source method estimates the Green’s function between a pair of re-

ceivers by using correlation. When the two wavefields recorded by the receivers are

correlated, the resultant wavefield contains the power spectrum of the source-time

function convolved with the estimate of the Green’s function between the receivers.

For an impulse source, the correlation gather can be deconvolved by the source power

spectrum. When the source-time function is, however, long and difficult to estimate

(e.g., earthquake or other passive seismic recording), deconvolution becomes a pre-

ferred seismic interferometric tool. When the recorded wavefields are deconvolved,

instead of being correlated, the resultant wavefield is independent of the source-time

function. In this chapter, deconvolution is applied to earthquake waves recorded in

a borehole to extract the near-surface properties such as 1-D velocity profile. Fur-

thermore, a connection is established between the deconvolved waveforms and the

elements of the propagator matrix. Using the same earthquake recording, a P-to-S

mode conversion is characterized by extending the application of the receiver function

to downhole measurements.
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5.2 Introduction

The virtual source method uses correlation as a tool for estimating the Green’s

function between a pair of receivers. Instead of correlation, deconvolution can also

be used as a seismic interferometric tool (Snieder and Şafak, 2006; Vasconcelos and

Snieder, 2006; Elgamal et al., 1995; Kawakami and Haddadi, 1998; Haddadi and

Kawakami, 1998a; Haddadi and Kawakami, 1998b; Kawakami and Oyunchimeg, 2003;

Vasconcelos and Snieder, 2007a; Vasconcelos and Snieder, 2007b; Vasconcelos and

Snieder, 2007c; Vasconcelos, et al., 2007a; Vasconcelos, et al., 2007b), especially when

the source-time function is too long and difficult to estimate. Snieder and Şafak (2006)

used deconvolution as a seismic interferometric tool to extract the building response

from the incoherent motion of the building. Snieder, et al. (2006b) showed that the

deconvolved waves are also the solution of the same wave equation but with different

boundary conditions.

Following the work of Snieder and Şafak (2006), this chapter focuses on the ap-

plication of deconvolution to earthquake recording in a borehole in order to extract

near-surface properties. Near-surface properties are useful in quantifying seismic haz-

ards. These properties are important for applications such as civil engineering and

groundwater detection. The variability of near-surface properties is caused by changes

in porosity, permeability, fractures, fluids, compaction, diagenesis and metamorphism

(Toksöz et al., 1976). Lateral and temporal variations in near-surface properties is

a major cause of poor repeatability of the source radiation pattern (Aritman, 2001),

and hence reduces the repeatibility of time-lapse surveys. Knowledge of these near-

surface properties is, hence, crucial for time-lapse monitoring. The local near-surface

properties are also required to determine the free-surface reflectivity, which is use-

ful to perform wavefield decomposition (Dankbaar, 1985; Wapenaar, et al., 1990).
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Estimation of the near-surface properties for a lossless homogeneous medium using

propagator matrix and wave equation inversion is shown for SH waves by Trampert,

et al. (1993) and for P-SV waves by van Vossen, et al. (2004).

Here I apply deconvolution to borehole recording of earthquake data to estimate

the near-surface properties. Deconvolution of the incoherent waveforms recorded by

the sensors at different depths in the borehole with the recording at the surface result

in waves that propagate upward and downward along the array. These waves obtained

by deconvolution can be used to estimate near-surface properties such as 1-D P- and

S-wave velocity profiles. To get the near-surface properties using deconvolution, it is

required to have recording in a borehole with two or more downhole sensors. This

method is limited to linear systems and hence cannot be applied in the presence of

non-linearity.

Following the study by van Vossen, et al. (2004), I establish a connection be-

tween the waveforms obtained after deconvolution and the elements of the propagator

matrix. Further, the analysis is extended to a lossy layered medium for the special

case of normal incidence.

In the process of deconvolution applied to different components, I observe a P-

to-S mode conversion. The receiver function, defined as the spectral ratio of the

radial component and the vertical component (Phinney, 1964; Langston, 1977; Am-

mon, 1991; Sheehan, et al., 1995; Dueker and Sheehan, 1998; Ramesh, et al., 2002;

Gilbert, et al., 2003; Wilson and Aster, 2003; Wilson, et al., 2005), is a useful tool

for characterizing converted waves. The ratio of the radial spectrum to the vertical

spectrum depends on the structure beneath the surface (Phinney, 1964; Wilson, et

al., 2005), notably in the presence of discontinuities. As the earthquake body waves

travel through the earth, they produce a sequence of reflections, refractions, and con-
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versions (e.g. from P to S waves) at discontinuities and rapid transition zones separat-

ing regions of differing seismic impedance. The receiver function emphasizes P-to-S

converted phases from such interfaces while removing source complexity through the

deconvolution of radial component seismograms by corresponding vertical component

seismograms (Wilson, et al., 2005). Receiver functions applied to the surface data are

routinely used to obtain detailed crustal and upper mantle structure (e.g., Clouser

and Langston, 1995).

In the final section, I extend the application of the receiver function to downhole

measurements in order to characterize the P-to-S mode conversion observed in the

borehole recording of the earthquake waves.

5.3 Earthquake Data Recorded by Treasure Island Array

Downhole arrays of triaxial accelerometers have been installed in California by

the California Strong Motion Instrumentation Program (CSMIP). A geotechnical

array, known as the Treasure Island array (Shakal, et al., 2004), was installed in San

Francisco Bay by CSMIP in co-operation with other agencies (Graizer, et al., 2000).

The array was installed in 1992 in an area that experienced liquefaction during the

Loma Prieta earthquake in 1989. It recorded waveforms excited by an earthquake

on 06/26/94 at 08:42:50.31 (UTC). The earthquake occurred near Richmond, CA

and hence, in this paper, is referred to as the Richmond earthquake. It was a 4.0

magnitude earthquake with focal depth of 6.6 km and epicentral distance of 12.6

km from the sensors in the borehole. The downhole Treasure Island array had six

3-component sensors located at different depths, with the deepest one at a depth of

104 m. Each of the sensors is located in a different borehole separated by a horizontal

distance of 3 m. Graizer, et al. (2000) analyzed these data to study site amplification
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Figure 5.1. Figure (a) shows the acceleration recording of the radial component of the
ground motion recorded by the Treasure Island array near San Francisco during the
Richmond earthquake in 1994. The array consists of six 3-component sensors located
at depths of 0, 7, 16, 31, 44, 104 m. The time windows used for time-windowing the
P-waves (1.0 to 4.5 seconds) and the S-waves (4.5 to 15.0 seconds) is shown on the
top. Figure (b) shows the 1-D velocity profile of the subsurface (Graizer and Shakal,
2004) down to 120 m. The triangles show the locations of the downhole sensors.

as a function of depth. Figure 5.1(a) shows the radial component of the acceleration

recording of the raw data. Figure 5.1(b) shows the P- and the S-wave velocity profile

down to the deepest sensor. The triangles indicate the depths at which the sensors

are located. In this study, the analysis is restricted to the body waves that arrive in

the time windows in figure 5.1(a) that are labeled as ‘P’ and ‘S’.
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5.4 Deconvolution and Propagator Matrix

Deconvolution of two signals A(ω) and B(ω) is, in the frequency domain, given

by

D(ω) =
A(ω)

B(ω)
. (5.1)

The deconvolution would be unstable because of zeros of the spectrum of B(ω). To

avoid this instability, a regularized deconvolution can be given by

D(ω) =
A(ω)B∗(ω)

|B(ω)|2 + ǫ
, (5.2)

where the asterisk denotes complex conjugate and ǫ refers to a constant added at the

denominator to prevent the instability of the equation (5.1). For our analysis ǫ is

chosen to be 1% of the average spectral power of B(ω).

For the Richmond earthquake data, the waveforms recorded at each of the sen-

sors are deconvolved with the waveforms recorded by the sensor on the surface. Since

all three components of the ground motion are recorded at the Treasure Island array,

deconvolution is applied to all three components. For the analysis of the three com-

ponents, the waves arriving in the P- and the S- wave time-windows are deconvolved

separately. Figure 5.1(a) shows the time-windows used for defining P waves (1.0 to

4.5 s) and S waves (4.5 to 15.0 s) before applying seismic interferometry.

Figure 5.2 shows the transverse component of the waveforms after deconvolving

the waves in the S-wave time-window of the transverse component at each level with

the waves in the S-wave time-window of the transverse component at the surface. The

deconvolved waves show an upgoing and a downgoing wave. In order to highlight the

waveforms at deeper sensors, the trace amplitudes are normalized with the maximum.
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Figure 5.2. Upgoing and downgoing waves obtained by deconvolving the waveforms
in the S-wave time-window of the transverse component of each of the sensors with
the waveforms in the S-wave time-window of the transverse component of the sensor
on the surface [equation (5.2)]. The sloping dashed lines show the traveltime curve
of the upgoing and the downgoing S-waves computed from the S-wave velocity (β)
model from Graizer and Shakal (2004).
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Graizer and Shakal (2004) show the 1-D profile of the P-wave velocity and the S-

wave velocity at the Treasure Island array location using suspension logging and

classical downhole measurements (performed by the USGS), as shown in figure 5.1(b).

In figure 5.2, the traveltime curve (sloping dashed lines) is also shown for upgoing

and downgoing S-waves inferred from the velocity models of figure 5.1(b). Different

slopes of the traveltime curve at different depths result from changes in the shear

wave velocity at these depths. This suggests that the structure around the Treasure

Island array is heterogeneous. The traveltime curve agrees with the upgoing and the

downgoing wave obtained by deconvolution.

For the vertical component, deconvolution is applied to the waves in both the P-

and the S-wave time-window. Figure 5.3 shows the waveforms after deconvolving the

waves recorded at each of the sensors with the waves recorded at the sensor on the

surface. Similar to figure 5.2, there is an upgoing and a downgoing wave, but they

propagate with velocity higher than that of the deconvolved waves in figure 5.2. The

traveltime curve (sloping dashed lines) is shown for upgoing and downgoing P-waves

inferred from this model using the 1-D velocity profile for P-waves shown in figure

5.1(b). These traveltimes agree with the upgoing and the downgoing wave obtained

by deconvolution.

Similar to the transverse component, deconvolution of the waves recorded by the

radial component at each of the sensors with the waves recorded at the sensor on

the surface also results in an upgoing and a downgoing wave. When the waves in

the S-wave time-window are used for deconvolution, it results in an upgoing and a

downgoing S-wave shown in figure 5.4. The sloping dashed lines that represents the

S-wave traveltime curve agrees well with these upgoing and downgoing waves. The

agreement of the traveltime curve with the wave propagation obtained by deconvolu-
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Figure 5.3. Upgoing and downgoing waves obtained by deconvolving the waveforms
recorded by the vertical component of each of the sensors with the waveforms recorded
by the vertical component of the sensor on the surface [equation (5.2)]. The sloping
dashed lines show the traveltime curve of the upgoing and the downgoing P-waves
computed from the P-wave velocity (α) model from Graizer and Shakal (2004).
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Figure 5.4. Upgoing and downgoing waves obtained by deconvolving the waveforms
in the S-wave time-window of the radial component of each of the sensors with the
waveforms in the S-wave time-window of the radial component of the sensor on the
surface [equation (5.2)]. The sloping dashed lines show the traveltime curve of the
upgoing and the downgoing S-waves computed from the S-wave velocity (β) model
from Graizer and Shakal (2004).
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tion for all the three components suggest that deconvolution can be used to extract

near-surface properties such as 1-D P- and S-wave velocity profile.

The P- and S-wave velocities are extracted by deconvolving the waves recorded

by a given component at different depths with the same component recording at the

surface (z=0). Deconvolution of waves recorded at different depths with the sensor

located at a different depth (z 6=0) also gives upgoing and downgoing waves propa-

gating with P- or S-wave velocity, depending on the component and the time-window

(Snieder, et al., 2006b). Similar analysis for multiple recordings at the borehole sen-

sors can be used to get better confidence in the results and estimate on the uncertainty

in the 1-D P- and the S-wave velocity. Along with the velocity estimation using the

traveltimes, comparison of the amplitudes of the upgoing and the downgoing wave

at the same depth can be used to estimate the quality factor, a measure of seismic

attenuation.

5.4.1 Analysis with Propagator Matrix

The signal obtained by correlating two waveforms recorded at different receivers

represents the filtered version of the sum of causal and acausal Green’s function that

characterizes the wave propagation between the two receivers (Lobkis and Weaver,

2001; Derode, et al., 2003; Schuster, et al., 2004; Shapiro and Campillo, 2004; Snieder,

2004; Wapenaar, 2004; Shapiro, et al., 2005; Wapenaar, et al., 2005; Snieder, et al.,

2006a). If instead, the two signals are deconvolved, as in our analysis of the Rich-

mond earthquake data, what do the resultant waveforms represent? To address this

question, the connection between the upgoing and the downgoing waves obtained by

deconvolution and propagator matrix analysis for SH waves is shown by Trampert, et

al. (1993). For a general layered medium with one of the sensors in a borehole (depth
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z) and another one at the free-surface (z=0), the displacement-stress vector for an

SH wave at a depth z is expressed as matrix multiplication of the propagator ma-

trix with the displacement-stress vector at the free-surface (z=0) (Aki and Richards,

2002). Since the traction at the free-surface is zero, this matrix multiplication can be

written as




uy(z, ω)

σyz(z, ω)



 = P SH(z, 0)





uy(z = 0, ω)

0



 . (5.3)

This is a system of two equations. The first equation can be solved for the SH

propagator matrix element as

P SH
11 (z, 0) =

uy(z, ω)

uy(z = 0, ω)
. (5.4)

The right hand side of equation (5.4) represents deconvolution in frequency domain.

Hence, for SH waves, deconvolution of the waveforms recorded at a depth with the

waveforms recorded at the surface gives the P11 element of the propagator matrix

(Trampert, et al., 1993). Does this also hold true for the P-SV waves? To answer

this, let us consider the frequency domain analysis using propagator matrices by van

Vossen, et al. (2004). Since one of the sensors is at the free-surface, the tractions

at that sensor vanish. Using this property, they combine the PSV(4∗4) and SH(2∗2)

propagator matrices to give











ux(z, ω)

uy(z, ω)

uz(z, ω)











= P (z, 0)











ux(z = 0, ω)

uy(z = 0, ω)

uz(z = 0, ω)











, (5.5)
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where

P (z, 0) =











P PSV
11 (z, 0) 0 iP PSV

12 (z, 0)

0 P SH
11 (z, 0) 0

−iP PSV
21 (z, 0) 0 P PSV

22 (z, 0)











. (5.6)

In equation (5.6), P
PSV/SH
ij stands for ij-element of the PSV(4∗4) or SH(2∗2) propagator

matrix. A derivation of combining the P-SV and the SH propagator matrices to give

equation (5.6) is shown in Appendix A.

In Appendix B a derivation is shown of the expressions given by van Vossen, et

al. (2004) to express the propagator matrix elements in the measured displacements.

The analysis of van Vossen et al. (2004) is, however, limited to a homogeneous lossless

medium. To establish the connection between the deconvolved waveforms obtained

from the Richmond earthquake and the elements of the propagator matrix, I extend

their analysis to a lossy medium.

In the presence of attenuation (Johnston and Toksöz, 1981) the propagator ma-

trix elements for a homogeneous medium can be expressed as (Aki and Richards,

2002)

P SH
11 (z, 0) = exp[iωqsz − ξsz] + exp[−iωqsz + ξsz]

= 2 cos[(ωqs + iξs)z], (5.7)
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P PSV
11 (z, 0) = 2β2p2[cosωqpz cosh ξpz − i sinωqpz sinh ξpz]

+ (1 − 2β2p2)[cosωqsz cosh ξsz − i sinωqsz sinh ξsz]

= 2β2p2 cos[(ωqp + iξp)z] + (1 − 2β2p2) cos[(ωqs + iξs)z], (5.8)

iP PSV
12 (z, 0) =

p

qp
(1 − 2β2p2)[cosωqpz sinh ξpz − i sinωqpz cosh ξpz]

− 2β2pqs[cosωqsz sinh ξsz − i sinωqsz cosh ξsz]

=
−ip
qp

(1 − 2β2p2) sin[(ωqp + iξp)z] + 2iβ2pqs sin[(ωqs + iξs)z],

(5.9)

−iP PSV
21 (z, 0) =

−p
qs

(1 − 2β2p2)[cosωqsz sinh ξsz − i sinωqsz cosh ξsz]

− 2β2pqp[cosωqpz sinh ξpz − i sinωqpz cosh ξpz]

=
ip

qs
(1 − 2β2p2) sin[(ωqs + iξs)z] − 2iβ2pqp sin[(ωqp + iξp)z],

(5.10)

P PSV
22 (z, 0) = 2β2p2[cosωqsz cosh ξsz − i sinωqsz sinh ξsz]

+ (1 − 2β2p2)[cosωqpz cosh ξpz − i sinωqpz sinh ξpz]

= 2β2p2 cos[(ωqs + iξs)z] + (1 − 2β2p2) cos[(ωqp + iξp)z], (5.11)

where ω is the angular frequency, β the S-wave velocity, p the horizontal slowness, qp

the vertical slowness for P-waves, qs the vertical slowness for S-waves, ξp the imaginary

part of the vertical wavenumber for P-waves, and ξs the imaginary part of the vertical

wavenumber for S-waves.

As shown in equations (5.7) through (5.11), for a lossy medium, both the verti-

cal and the horizontal wavenumbers are complex. Complex horizontal wavenumber

implies that the horizontal slowness and hence the velocity is complex and frequency-

dependent. The associated dispersion is caused by the causality constraint in a lossy
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Figure 5.5. Angle of incidence as a function of depth.

medium (Aki and Richards, 2002).

In the absence of attenuation, the propagator matrix elements are real. There-

fore, P PSV
11 , P SH

11 , and P PSV
22 are real and iP PSV

12 and iP PSV
21 are imaginary. In Ap-

pendix B is shown how van Vossen, et al. (2004) use this to solve equation (5.5)

for the propagator matrix elements. In the presence of attenuation, however, the

propagator matrix elements are complex and hence cannot be determined from these

three equations. More information is required to express elements of the propagator

matrix as a function of the measured displacements. An important parameter in the

expressions of the propagator matrix elements is the horizontal slowness p, which de-

pends on the angle of incidence. Using the velocity structure of the subsurface down
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to the hypocenter of the earthquake (Wald, et al., 1991), figure 5.5 shows the angle of

incidence as a function of the depth. This figure shows that the waves arrive at the

surface at near-normal incidence (4◦). For normal incidence (θ ≈ 0◦), the cross-terms

P PSV
12 and P PSV

21 in the propagator matrix vanish.

P PSV
12 (z, 0) = P PSV

21 (z, 0) = 0. (5.12)

Substituting equation (5.12) into equation (5.5) gives the following simplified linear

system of equations:











ux(z, ω)

uy(z, ω)

uz(z, ω)











=











P PSV
11 (z, 0) 0 0

0 P SH
11 (z, 0) 0

0 0 P PSV
22 (z, 0)





















ux(z = 0, ω)

uy(z = 0, ω)

uz(z = 0, ω)











.

(5.13)

Solving the system of equation in (5.13) gives the propagator elements in terms of

displacements.

P SH
11 (z, 0) =

uy(z, ω)

uy(z = 0, ω)
; P PSV

11 (z, 0) =
ux(z, ω)

ux(z = 0, ω)
; P PSV

22 (z, 0) =
uz(z, ω)

uz(z = 0, ω)
.

(5.14)

The first equation is the same as equation (5.4). The other two equations show that

for vertically incident P-SV waves, the propagator matrix elements can be obtained by

applying deconvolution. This holds true for an attenuative medium in just a special

case of normal incidence. For the Treasure Island data, deconvolution is applied to get

the upgoing and the downgoing waves. Equation (5.14) show that these deconvolved

waves correspond to the propagator matrix elements. In this analysis, one of the
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sensors is always at the free-surface where traction vanishes. If instead the waves

recorded at a given depth are deconvolved with the waves recorded at a different

depth (z 6= 0), the traction values are nonzero and should be incorporated in the

analysis.

5.4.2 Extension to a Layered Medium

The connection between the waveforms obtained after deconvolution and the

propagator matrix elements for a lossy homogeneous medium is established. The

propagator matrix analysis can be extended to a layered medium. In this subsection

I demonstrate the propagator matrix analysis for a medium consisting of two layers,

which can be extended to a multi-layered medium. For the two-layer case with one

of the sensors at a depth z and another one on the free-surface, the displacement and

stress for an SH wave at a depth z is expressed as matrix multiplication of the product

of propagator matrices corresponding to the two layers with the displacement and

stress values at the free-surface (z=0) (Aki and Richards, 2002). Since the traction

at the free-surface is zero, this matrix multiplication can be written as





uy(z, ω)

σyz(z, ω)



 =





S11 S12

S21 S22









R11 R12

R21 R22









uy(z = 0, ω)

0



 , (5.15)

where the matrices S and R are the SH propagator matrices for each layer. The

propagator matrices are multiplied to get





uy(z, ω)

σyz(z, ω)



 =





(SR)11 (SR)12

(SR)21 (SR)22









uy(z = 0, ω)

0



 , (5.16)
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which has the same form as equation (A.1) for SH waves. If P and Q are the P-SV

propagator matrices for the two layers, expression for P-SV waves has the same form

as equation (A.3). These SH and P-SV propagator matrices can be combined, as

shown in Appendix A, to give











ux(z, ω)

uy(z, ω)

uz(z, ω)











=











(PQ)11 0 i(PQ)12

0 (SR)11 0

−i(PQ)21 0 (PQ)22





















ux(z = 0, ω)

uy(z = 0, ω)

uz(z = 0, ω)











, (5.17)

where

(SR)ij =

2
∑

k=1

SikRkj , (5.18)

(PQ)ij =

4
∑

k=1

PikQkj. (5.19)

The combined matrix has the same form as equation (A.8) in Appendix A. Similar to

the case of a homogeneous medium, for a lossless medium the diagonal elements are

real and the off-diagonal elements are imaginary. Following the analysis in Appendix

B, equation (5.17) can be solved for the propagator matrix elements that correspond to

a combination of the propagator matrix elements for each layer as shown in equations

(5.18) and (5.19).

For a lossy medium, the propagator matrix elements in equation (5.17) are com-

plex valued. This makes it impossible to solve equation (5.17) for the five elements of

the propagator matrix. For the homogeneous case an assumption of normal incidence

simplifies the underdetermined system in equation (5.5). For normal incidence, the
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P-SV propagator matrix for a homogeneous layer simplifies to

P PSV =



















P11 0 P13 0

0 P22 0 P24

P31 0 P33 0

0 P42 0 P44



















. (5.20)

If the P-SV propagator matrix is used for vertically incident waves shown in equation

(5.20) for multiplication, the terms (PQ)12 and (PQ)21 in equation (5.17) vanish.

Hence, the system of equations simplifies to











ux(z, ω)

uy(z, ω)

uz(z, ω)











=











(PQ)11 0 0

0 (SR)11 0

0 0 (PQ)22





















ux(z = 0, ω)

uy(z = 0, ω)

uz(z = 0, ω)











, (5.21)

where, for a two layer case, the diagonal terms of the matrix in equation (5.21)

simplify, because of normal incidence, to

(PQ)11 = P11Q11 + P13Q31,

(SR)11 = S11R11 + S12R21,

(PQ)22 = P22Q22 + P24Q42. (5.22)

Hence, for vertically incident waves in a layered medium, the propagator matrix

similar to equation (5.13) can be obtained by combining the P-SV and SH propagator

matrices, each of which is a combination of the corresponding propagator matrices

for each layer, as shown in equation (5.22). If each of the layers is homogeneous and

incidence is normal, the resultant matrix is diagonal and hence can be solved for the
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Figure 5.6. Upgoing and downgoing waves obtained by deconvolving the waveforms
in the P-wave time-window of the radial component of each of the sensors with the
waveforms in the P-wave time-window of the radial component of the sensor on the
surface [equation (5.2)]. Interestingly, the sloping dashed lines show the traveltime
curve of the upgoing and the downgoing S-waves computed from the S-wave velocity
model from Graizer and Shakal (2004).

combination of the propagator matrix elements even in the presence of attenuation.

Deconvolution applied to the waveforms recorded in a layered medium thus results in

the propagator matrix elements of the matrix obtained by combining the P-SV and

the SH matrices of the layered medium.
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5.5 Characterizing Converted Waves using the Downhole Receiver Func-

tion

The waves in the S-wave time-window of the radial component at each sensor

when deconvolved with the sensor on the surface results in an upgoing and a downgo-

ing S-wave (figure 5.4). Figure 5.6 shows the waveforms obtained after deconvolving

the waves in the P-wave time-window of the radial component at each sensor with the

sensor on the surface. Interestingly, instead of propagating with the P-wave velocity,

the deconvolved waves propagate with the S-wave velocity. One possible explanation

for this interesting result is that there is a P-to-S conversion at a depth below the

downhole array. The conversion would cause the waves before the primary S-wave in

figure 5.1(a) to contain the P to S converted wave. The recordings in figure 5.1(a)

show that both the incoming P and S waves are incoherent. The lack of coherency

is caused by scattering along the path from the earthquake to the array. The same

scattering could lead to the possible mode conversion observed.

The receiver functions (Phinney, 1964; Langston, 1977; Ammon, 1991; Sheehan,

et al., 1995; Dueker and Sheehan, 1998; Ramesh, et al., 2002; Gilbert, et al., 2003;

Wilson and Aster, 2003; Wilson, et al., 2005) are computed for the borehole recording

of the earthquake waves to diagnose the upgoing P to S converted wave. The receiver

function in a borehole is defined as the deconvolution of the waves recorded by the

radial component at each of the sensor location with the waves recorded by the vertical

component at the same sensor location. In the frequency domain, it is the spectral

ratio of the radial component recorded at each of the sensor location in a borehole

and the vertical component at the same sensor location.

Figure 5.7 shows receiver functions computed at each sensor location for the

downhole data. Each trace is the deconvolution of the waves recorded by the radial
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Figure 5.7. Receiver function, defined as the spectral ratio of the data recorded by
the radial component with the data recorded by the vertical component at the same
level. Each of the traces represent the deconvolution of the radial component at
that specific sensor with the data recorded at the corresponding vertical component.
The dashed line, computed from the P- and the S-wave velocity model of Graizer
and Shakal (2004), shows the traveltime curve for a P to S converted wave with the
conversion point just below the deepest sensor.



127

component at a given depth by the waves recorded by the vertical component at the

same depth. The receiver functions show a distinct upgoing wave. The dashed line

indicates the traveltime curve of the upgoing P-to-S converted wave calculated from

the P- and the S-wave velocity model shown in figure 5.1(b) (Graizer and Shakal,

2004), assuming a P-to-S conversion at a depth just below the deepest sensor (104

m). The agreement of the upgoing wave in the receiver function and this traveltime

curve support the hypothesis of a pronounced P-to-S conversion. Arrival of the pulse

close to time t=0 at 104 m indicates that the conversion occurred just below the

deepest sensor in the borehole. Graizer and Shakal (2004) show that the geology

close to the depth of 104 m changes from unconsolidated sediments to Franciscan

Bedrock Sandstone and Shale. The drastic variation in geology causes an increase in

the P- and the S-wave velocity around this depth (as shown in figure 5.1(b)), hence

resulting in the strong conversion.

In the next subsection, I use a synthetic model to support the idea of using

receiver function to characterize the upgoing P-to-S converted wave for borehole data.

5.5.1 Analysis using Synthetic Model

The basic premise of the receiver function is that the vertical component is a

reasonable representation of the incident wave. A borehole recording contains not only

the incident waves from the earthquake (upgoing waves) but also reflections off the

free-surface (downgoing waves). Hence, for the borehole sensors the receiver functions

contain a complex series of phases with their timing and moveout determined by

sensor depth and relative P- and S-wave traveltimes to the surface. To show that the

first arrival in receiver function characterizes the P-to-S converted wave, I compute

the receiver function for the synthetic model shown in figure 5.8(d). Borehole sensors
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are assumed to be placed from the surface (z=0) down to z=100 m spaced every 10

m. The velocity profiles down to the deepest receiver (100 m) and down to the source

depth (6000 m) are shown in figures 5.8(b) and 5.8(c), respectively. The source is at

a horizontal distance of 1000 m from the sensors.

The receiver function, in frequency domain, is given by

ux(z, ω)

uz(z, ω)
=

Cpse
iνβ(H−z) +

∑

j Aje
iφj

Cppeiνα(H−z) +
∑

k Bkeiψk

=

Cpse
iνβ(H−z)

[

1 +
P

j Aje
iφj

Cpse
iνβ (H−z)

]

Cppeiνα(H−z)
[

1 +
P

k Bke
iψk

Cppeiνα(H−z)

]

=
Cps
Cpp

ei(H−z)(νβ−να)

[

1 +

∑

j Aje
iφj

Cpseiνβ(H−z)

]

[

1 +

∑

k Bke
iψk

Cppeiνα(H−z)

]

−1

,

=
Cps
Cpp

ei(H−z)(νβ−να)

[

1 +

∑

j Aje
iφj

Cpseiνβ(H−z)

] [

∞
∑

n=0

(−1)n
( ∑

k Bke
iψk

Cppeiνα(H−z)

)n
]

,

(5.23)

where

φj > νβ(H − z),

ψk > να(H − z). (5.24)

H is the depth of the conversion surface, νβ is the vertical wavenumber for S-waves

and να is the vertical wavenumber for P-waves. Cps and Cpp are the P-S conversion

coefficient and P-P transmission coefficient at the conversion surface. The first term

of the receiver function [equation (5.23)] characterizes the P-to-S converted wave.

The terms Aje
iφj and Bje

iψj denote waves that arrive after the P-to-S converted
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Figure 5.8. Figure (a) shows the receiver function computed for the synthetic model.
The earlier arrival highlighted with the dashed line is the P-to-S converted wave. All
the waves with other phases arrive at later times. Figure (b) shows the velocity profile
down 100 m and figure (c) shows the velocity profile down to the source depth (6000
m). Figure (d) shows the cartoon of the model consisting of a homogeneous half space
above an interface at a depth H . Borehole sensors are located in the homogeneous
half space at a depth of z from the free-surface. The conversion coefficients at the
conversion surface are denoted as Cps and Cpp.
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wave. Examples of these waves are the surface-reflected P-waves, multiple reflections

and wave conversion between the free-surface and the velocity discontinuity. The

receiver function for the synthetic model is shown in figure 5.8(a). Since the waves

corresponding to terms Aje
iφj and Bje

iψj arrive at later times (as shown in figure

5.8(a)), the phase of these arrivals satisfies the inequalities in equation (5.24). These

later arriving waves are present in the receiver function applied to the downhole data

(figure 5.8(a)). The first arrival in the receiver functions applied to downhole data,

however, characterizes the upgoing P-to-S converted wave and is highlighted by the

dashed line.

Hence, the receiver function applied to borehole data contains a series of phases

given by equation (5.23) that are difficult to interpret. The first arrival, however,

represents the upgoing P-to-S converted wave.
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Chapter 6

DISCUSSIONS AND FUTURE WORK

The virtual source method is a valuable tool for imaging and monitoring below

the complex and time-varying overburden, without the knowledge of overburden ve-

locities and near-surface changes. The virtual source data are generated by correlating

the wavefield recorded at a reference receiver, which acts as the virtual source, with

the wavefield recorded at all the other receivers and stacking the resultant correlation

gather over the physical sources. The correlation gathers are useful for quality control

and for assessing the source spacing and the physical sources that give a stationary

phase contribution while stacking.

The maximum allowable source spacing to prevent spatial aliasing increases with

increase in depth of receivers, increase in velocity above the downhole receivers, and

decrease in the reflector depth. Similar to conventional seismic data, for the virtual

source method the maximum allowable receiver spacing depends on the velocity be-

low the downhole receivers, and the deepest reflector. The physical sources giving

stationary phase contribution can be identified as extremas in the correlation gather.

While generating the virtual source data, tapering applied to the traces at the

ends of the source aperture before stacking the correlation gather suppresses the edge

effects caused by abrupt truncation of the stack over sources. The edge effects can be

diagnosed using the traveltime difference curve for the sources at the two ends of the

aperture. Artifacts due to the side-lobes of the auto-correlation of the source-time

function can in principle be removed by deconvolving all the traces in the correlation
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gather with the power spectrum of the source signal before stacking over the sources.

Other artifacts encountered in the generation of the virtual source gather include

unphysical events due to incomplete source aperture and reflections and multiples

coming from the overburden.

Wavefield separation helps improve the virtual source method by removing the

limited acquisition aperture related spurious events and overburden-related multiples.

Instead of correlating total wavefields as suggested by theory, in practical cases it is

more beneficial to correlate the downgoing waves at the virtual source with the up-

going waves at the receivers. Selecting the downgoing waves at the virtual source

suppresses the spurious events caused by incomplete acquisition aperture, by restrict-

ing the radiation pattern of the virtual sources to downward direction only. Using

upgoing waves at the receivers eliminates the reflections from the overburden and

the free-surface. Additional time-windowing of the direct arrival in the downgoing

response allows restriction of the virtual source radiation pattern to predominantly

P-waves and avoids contamination by shear wave energy. Combination of the the

up-down wavefield separation and time-windowing the direct arrival in the downgo-

ing waves, hence, provides a response in the absence of downgoing reflections and

multiples from the overburden.

The virtual source method is also a powerful tool for time-lapse monitoring

provided that the receivers are placed below the time-varying overburden. Along with

the subsurface changes, acquisition discrepancies between the base and the monitor

survey include variation in the source location and source power spectrum. Other

prominent undesirable changes include variations in the overburden such as changes

in the sea water level, sea surface roughness, sea water temperature and salinity.

Wavefield separation applied to the virtual source method suppresses the reflec-
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tions coming from the overburden, hence making the virtual source data independent

of the overburden changes and variation in the source location. Time-windowing

the direct arrival in the downgoing waves suppresses non-repeatability in the shear

waves. Deconvolution of the correlation gather by the source power spectrum sup-

presses the variation in source power spectrum. Variations caused by the waves that

are downgoing at the virtual source, upgoing at the receivers, and propagate through

the overburden, however, still exist.

Deconvolution of the correlation gather by the source power spectrum is pos-

sible when the source is an impulse. For applications such as earthquake data as

well as drill-bit seismic, estimation of the source-time function is difficult. For such

cases, deconvolution is a preferred tool for seismic interferometry. When the wavefield

recorded by two receivers are deconvolved the source-time function drops out making

the resultant deconvolved signal independent of the source signature.

Deconvolution as a tool for seismic interferometry, applied to data recorded in

1-D by the Treasure Island array, results in a superposition of upgoing and down-

going P- and S-waves. This makes it a valuable tool in estimating the 1-D velocity

profile along the recording array. Application of deconvolution to various components

of the data results in waves propagating with either P- or S-wave velocity, and de-

pends on the interval used for time-windowing before applying deconvolution. For

both the transverse and radial components, deconvolution of the waves in the S-

wave time-window results in the upgoing and downgoing waves with S-wave velocity.

Deconvolution applied to the vertical component results in upgoing and downgoing

waves with the P-wave velocity. Finally, I have established a connection of the resul-

tant upgoing and downgoing waves with the propagator matrix elements. This type

of analysis is possible even in the presence of attenuation as long as the waves arrive
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at normal incidence. The propagator matrix analysis extends to a layered medium.

The analysis holds even for a layered medium in the presence of attenuation for the

special case of normal incidence.

A P-to-S mode conversion is observed when deconvolution is applied to the waves

in the P-wave time-window of the radial component. Deconvolution applied to the

waves in the P-wave time-window of the radial component interestingly results in

an upgoing and a downgoing wave propagating with the S-wave velocity. This is

possible when the arrivals before the primary S-wave contain S-waves generated by

P to S conversion. The receiver function applied to downhole data and synthetic

modeling thereafter supports this observation of the mode conversion just below the

deepest sensor in the borehole.

6.1 Future Work

The application of the virtual source method to the field data for time-lapse

monitoring is in this work restricted to a homogeneous water layer as the overburden.

For a complex overburden that varies more dramatically with time, however, the

improvement in the time-lapse virtual source data will be more prominent than that

in the time-lapse marine seismic data.

Correlation gather is a useful tool for estimating the maximum allowable source

spacing and the sources that give the stationary phase contribution. The analysis

in this work is demonstrated for a homogeneous water layer as the overburden. For

a complicated overburden, the correlation gather could have multiple local maximas

indicating the source locations giving stationary phase contributions. Complicated

overburden helps the virtual source method in increasing the effective aperture due to

scattering. It could also hinder the method if scattering results in lack of illumination



135

at a given receiver location that could act as the virtual source.

For complicated time-varying overburden, wavefield separation using dual-sensor

summation also becomes difficult because dual-sensor summation uses hydrophone

and vertical component geophone to separate the upgoing and the downgoing waves

strictly for normal incidence. For such complex overburden, separation of the wave-

field in the virtual source data domain might be better than that in the raw data

domain. Separation of the wavefield (into upgoing and downgoing waves) using dual

sensor summation applied to the virtual source data may not result in reliable sum-

mation if the waves arrive at the receivers at large incidence angles. In such cases,

instead of H+Z and H-Z, H+Z/cosθ and H-Z/cosθ gives better representation of the

upgoing and downgoing waves respectively, where θ is the incidence angle at which

the waves arrive at the receivers.

The up-down wavefield separation requires the vertical component geophone and

the hydrophone. Use of the radial and the transverse component recordings can also

be used appropriately to separate P and S waves. A combination of such wavefield

separation can allow us to create a P- or an S-wave virtual source that can be either

downward or upward radiating depending on the application.

Apart from using the dual-sensor summation technique, other methods such as

f-k (frequency-wavenumber) analysis can also be used to separate waves propagating

along the receiver array, provided that the receiver array is dipping. Vasconcelos

et al. (2007b) used f-k analysis for wavefield separation applied to deconvolution

interferometry.

The up-down wavefield separation applied to the virtual source data suppresses

the first-order multiple coming from the overburden. Higher order multiples from the

overburden, however, exists and cannot be suppressed by up-down wavefield separa-
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tion. Such arrivals can be suppressed from the virtual source data by an inversion

approach, where the objective is to create an impulse at the virtual source location

using all the downgoing energy in the overburden.

The theory of seismic interferometry is not limited to the wave equation. Recent

work by Wapenaar (Wapenaar and Slob, 2006; Slob and Wapenaar, 2007) and Snieder

(Snieder, et al., 2007) have shown that it can be extended to diffused wavefields

by using sources in a volume instead of sources on the surface, thus extending the

application of interferometry to applications such as electromagnetic exploration and

pore pressure estimation.
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APPENDIX A

DERIVATION OF COMBINING THE PROPAGATOR MATRICES

The displacement and stress for an SH wave at a depth z can be expressed as

matrix multiplication of the propagator matrix and the values at the free surface

(z=0) (Aki and Richards, 2002). Since the traction at the free surface is zero, we can

write the multiplication as





uy(z, ω)

σyz(z, ω)



 = P SH(z, 0)





uy(z = 0, ω)

0



 (A.1)

⇒ uy(z, ω) = P SH
11 (z, 0)uy(z = 0, ω). (A.2)

A similar expression for the P-SV system is given by



















ux(z, ω)

iuz(z, ω)

σxz(z, ω)

iσzz(z, ω)



















= P PSV (z, 0)



















ux(z = 0, ω)

iuz(z = 0, ω)

0

0



















(A.3)

⇒ ux(z, ω) = P PSV
11 (z, 0)ux(z = 0, ω) + iP PSV

12 (z, 0)uz(z = 0, ω), (A.4)

iuz(z, ω) = P PSV
21 (z, 0)ux(z = 0, ω) + iP PSV

22 (z, 0)uz(z = 0, ω). (A.5)
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Equations (A.2), (A.4) and (A.5) can be combined to give the following system of

equations:

uy(z, ω) = P SH
11 (z, 0)uy(z = 0, ω),

ux(z, ω) = P PSV
11 (z, 0)ux(z = 0, ω) + iP PSV

12 (z, 0)uz(z = 0, ω),

uz(z, ω) = −iP PSV
21 (z, 0)ux(z = 0, ω) + P PSV

22 (z, 0)uz(z = 0, ω). (A.6)

This system of equations can be re-written in matrix form as











ux(z, ω)

uy(z, ω)

uz(z, ω)











= P (z, 0)











ux(z = 0, ω)

uy(z = 0, ω)

uz(z = 0, ω)











, (A.7)

where

P (z, 0) =











P PSV
11 (z, 0) 0 iP PSV

12 (z, 0)

0 P SH
11 (z, 0) 0

−iP PSV
21 (z, 0) 0 P PSV

22 (z, 0)











(A.8)

is the propagator matrix relating the displacements at a depth z with the displace-

ments at the free surface (z=0).
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APPENDIX B

SOLVING FOR THE PROPAGATOR MATRIX ELEMENTS IN

TERMS OF DISPLACEMENTS

For a homogeneous lossless medium, following are the expressions for the el-

ements of SH and P-SV propagator matrices, as obtained from Aki and Richards

(2002) and simplified to agree with the expressions given by van Vossen, et al. (2004).

P SH
11 (z, 0) = 2 cos(iνz)

= 2 cos(ωqsz), (B.1)

P PSV
11 (z, 0) = 1 +

2µ

ω2ρ

[

2k2 sinh2
(γz

2

)

− (k2 + ν2) sinh2
(νz

2

)]

= 2β2p2 cos[ω(qpz)] + (1 − 2β2p2) cos[ω(qsz)], (B.2)

P PSV
12 (z, 0) =

kµ

ω2ρ

[

(k2 + ν2)
sinh γz

γ
− 2ν sinh νz

]

=

(−p(1 − 2β2p2)

qp

)

sin[ωqpz] + 2β2pqs sin[ωqsz]

⇒ iP PSV
12 (z, 0) =

−ip
qp

(1 − 2β2p2) sin[ωqpz] + 2iβ2pqs sin[ωqsz], (B.3)
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P PSV
21 (z, 0) =

kµ

ω2ρ

[

(k2 + ν2)
sinh νz

ν
− 2γ sinh γz

]

⇒ −iP PSV
21 (z, 0) =

ip

qs
(1 − 2β2p2) sin[ωqsz] − 2iβ2pqp sin[ωqpz], (B.4)

P PSV
22 (z, 0) = 1 +

2µ

ω2ρ

[

2k2 sinh2
(νz

2

)

− (k2 + ν2) sinh2
(γz

2

)]

⇒ P PSV
22 (z, 0) = 2β2p2 cos[ω(qsz)] + (1 − 2β2p2) cos[ω(qpz)], (B.5)

where k is horizontal wavenumber, µ is shear modulus and ρ is density. ν is the vertical

wavenumber for S-waves and γ is the vertical wavenumber for P-waves (ν = ωqs and

γ = ωqp). In the absence of attenuation, both ν and γ are real valued.

As shown by van Vossen, et al. (2004), for lossless medium, we can solve eq.

(A.7) for the components of the propagator matrix. To solve for the propagator

matrix elements, we start with eq. (A.7) re-written as











ux(z, ω)

uy(z, ω)

uz(z, ω)











=











P PSV
11 (z, 0) 0 iP PSV

12 (z, 0)

0 P SH
11 (z, 0) 0

−iP PSV
21 (z, 0) 0 P PSV

22 (z, 0)





















ux(z = 0, ω)

uy(z = 0, ω)

uz(z = 0, ω)











.

(B.6)

Since the diagonal elements are real and the off-diagonal elements are imaginary, the
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system of equations in eq. (B.6) can be expressed as

Re(ux(z, ω)) + iIm(ux(z, ω)) = P PSV
11 (z, 0)[Re(ux(z = 0, ω)) + iIm(ux(z = 0, ω))] +

iP PSV
12 (z, 0)[Re(uz(z = 0, ω)) + iIm(uz(z = 0, ω))],

Re(uz(z, ω)) + iIm(uz(z, ω)) = −iP PSV
21 (z, 0)[Re(ux(z = 0, ω)) + iIm(ux(z = 0, ω))] +

P PSV
22 (z, 0)[Re(uz(z = 0, ω)) + iIm(uz(z = 0, ω))].

(B.7)

In order to solve for the propagator matrix elements, we equate the real and imaginary

parts to give the following equations:

Re(ux(z, ω)) = P PSV
11 (z, 0)Re(ux(z = 0, ω))− P PSV

12 (z, 0)Im(uz(z = 0, ω)),

Im(ux(z, ω)) = P PSV
11 (z, 0)Im(ux(z = 0, ω)) + P PSV

12 (z, 0)Re(uz(z = 0, ω)),

Re(uz(z, ω)) = P PSV
21 (z, 0)Im(ux(z = 0, ω)) + P PSV

22 (z, 0)Re(uz(z = 0, ω)),

Im(uz(z, ω)) = −P PSV
21 (z, 0)Re(ux(z = 0, ω)) + P PSV

22 (z, 0)Im(uz(z = 0, ω)).

(B.8)
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Solving this system of equations for the elements of propagator matrix gives

P SH
11 (z, 0) =

uy(z, ω)

uy(z = 0, ω)
,

P PSV
11 (z, 0) =

Re(ux(z, ω))Re(uz(z = 0, ω)) + Im(ux(z, ω))Im(uz(z = 0, ω))

Re(ux(z = 0, ω))Re(uz(z = 0, ω)) + Im(ux(z = 0, ω))Im(uz(z = 0, ω))
,

P PSV
12 (z, 0) =

i[Re(ux(z = 0, ω))Im(ux(z, ω)) − Im(ux(z = 0, ω))Re(ux(z, ω))]

Re(ux(z = 0, ω))Re(uz(z = 0, ω)) + Im(ux(z = 0, ω))Im(uz(z = 0, ω))
,

P PSV
21 (z, 0) =

−i[Re(uz(z = 0, ω))Im(uz(z, ω)) − Im(uz(z = 0, ω))Re(uz(z, ω))]

Re(ux(z = 0, ω))Re(uz(z = 0, ω)) + Im(ux(z = 0, ω))Im(uz(z = 0, ω))
,

P PSV
22 (z, 0) =

Re(ux(z = 0, ω))Re(uz(z, ω)) + Im(ux(z = 0, ω))Im(uz(z, ω))

Re(ux(z = 0, ω))Re(uz(z = 0, ω)) + Im(ux(z = 0, ω))Im(uz(z = 0, ω))
.

(B.9)

Hence, for a homogeneous medium, the propagator matrix elements can be expressed

in terms of displacements at the depth of interest z and at the free surface (z=0).


