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Abstract—Atomic norm offers a universal way to regularize ill-posed inverse problems. A fundamental problem in understanding the power of such regularization is determining norm-achieving decompositions. Sufficient conditions for atomic decomposition have been established for many instances of atomic norms. In this work, by using Markov-Bernstein type inequalities, we show that the resolution conditions that appear in these sufficient conditions are almost necessary.

I. INTRODUCTION

In signal processing, machine learning, and statistics, regularization plays an important role in constructing well-posed inverse problems and producing learning algorithms with good generalization properties [1], [2], [3]. Two most well-studied regularization approaches are based on $\ell_2$ and $\ell_1$ norms. Despite the increased computational complexity compared to $\ell_2$-type regularization, $\ell_1$-type regularization has become more popular in the past decade, partly due to its ability to produce sparse models, enabling feature selection and stable recovery with minimal data. Given a set of simple models or atoms, the atomic norm is an abstraction of $\ell_1$-type regularization that favors models composed of fewer atoms, generalizing the $\ell_1$ norm for finite dictionaries [4] and the nuclear norm for low-rank matrices [5]. Using the notion of descent cones, the authors of [6] argued that the atomic norm is the best possible convex proxy for recovering simple models. In this paper, we aim to further our understanding of atomic norms by studying their ability to resolve the composing atoms of a model.

The problem of atomic decomposition is to determine when a decomposition with respect to a given atomic set achieves the signal’s atomic norm. This basic problem is fundamental in understanding the regularization and estimation power of atomic norms. For one thing, it tells us what types of features are selected given full, noise-free data. For another, the dual function constructed to certify a particular decomposition is useful in demonstrating the performance of atomic norm minimization for data corrupted by missing observations, noise, and outliers [7]. For finite atomic sets, it is now well-known that if the atoms satisfy certain incoherence conditions such as the restricted isometry property, then a sparse decomposition achieves the atomic norm [8]. When the atoms are complex sinusoids parameterized by the frequency, Candès and Fernandez-Granda showed that atomic decomposition is solved by atoms with well-separated frequencies [9]. Similar separation conditions also show up when the atoms are rank-one, unit norm tensors [10], translations of a known waveform [11], [12], spherical harmonics [13], and radar signals parameterized by translations and modulations [14].

These sufficient conditions for atomic decompositions suggest that the atomic norm, or $\ell_1$-type regularization might have a limitation in resolving atoms: only models/signals composed of sufficiently different atoms can be recovered by the atomic norm. The measure of “difference” can be incoherence, orthogonality, or separation in parameters. We can understand such separation conditions by looking at the primal problem of atomic decomposition, which is to minimize the $\ell_1$ norm of the coefficients subject to any valid decomposition. When measured by the $\ell_1$ norm, including highly correlated atoms in the decomposition is not economical. However, it is more enlightening to examine the dual problem. Duality theory states that if a decomposition achieves the atomic norm, then there exists a dual function that is uniformly bounded by 1 and interpolates the signs of the decomposition coefficients at the composing atoms. Now suppose two composing atoms with close parameters have coefficients with opposite signs. Then the uniformly bounded dual interpolating function should go from $+1$ to $-1$ within a very short distance in the parameter space, implying a large derivative of the dual function due to the mean value theorem. This becomes impossible if the dual function’s derivative is bounded.

Given a class of functions, Markov-Bernstein type inequalities bound the magnitude of the derivative in terms of the uniform bound on the function value. The classical Bernstein’s inequality for trigonometric polynomials of degree at most $n$ states that $|p_n'(\theta)| \leq n \sup_{|\theta| \leq \pi} |p_n(\theta)|$ [15]. When the set of atoms are $n$ equi-spaced samples of complex sinusoids, the dual function is a trigonometric polynomial of degree at most $n$. We immediately conclude that if two composing atoms of a signal have coefficients with opposite signs, then their frequency parameters should be separated at least by $2/n$. The classical Bernstein’s inequality can also be used to establish such resolution limits for atoms parameterized by high-dimensional vectors. For example, consider the atomic decomposition of 3rd order symmetric tensors, whose atoms are parameterized by vectors living on a high-dimensional sphere. For any two composing rank-one tensors $x_i \otimes x_i \otimes x_i$ and $x_j \otimes x_j \otimes x_j$ with opposite coefficient signs, the interpolating dual function becomes a trigonometric polynomial of degree 3 when restricted onto the great circle passing through the two vectors $x_i$ and $x_j$. Therefore, the angle of these two vectors should be greater than $2/3$.

It is important to point out that the sign pattern of the decomposition’s coefficients plays an important role in determine the resolution limit. For a large class of atomic sets, particularly those forming a Chebyshev system, if the signs of a decomposition are all positive, then the decomposition achieves the minimal $\ell_1$ norm without any separation requirement. However, in many practical cases, it is necessary to require that a set of atoms are able to achieve the atomic norm regardless of the sign patterns of the coefficients. Therefore, the parameters associated with all the atoms should be well-separated.

The paper is organized as follows. In Section II, we introduce the notions of atoms, atomic norms, and the problem of atomic decomposition. Section IV is devoted to combining duality theory and Markov-Bernstein type inequalities to derive the main resolution limit result. Section V concludes the paper and discusses open problems.

II. ATOMS AND ATOMIC DECOMPOSITIONS

A. Atoms and atomic norms

Consider an atomic set $\mathcal{A} = \{a(\theta) : \theta \in \Theta\}$ whose atoms $a(\theta) \in \mathbb{F}^n$ are parameterized by $\theta \in \Theta \subseteq \mathbb{R}^d$. Here $\mathbb{F}$ is either the set of real numbers $\mathbb{R}$, or the set of complex numbers $\mathbb{C}$. Throughout the paper, we assume that the components $\{|a_i(\theta)|\}_{i=1}^n$ of an atom are continuously differentiable functions of $\theta$. For any $z \in \mathbb{F}^n$, its
atomic norm with respect to the atomic set $\mathcal{A}$ is defined as

$$\|z\|_{\mathcal{A}} = \inf \left\{ \sum_j |c_j| : z = \sum_j c_j a(\theta_j), \theta_j \in \Theta \right\}. \quad (1)$$

Depending on the application, the coefficient $c_j$ might be in $\mathbb{R}$ or $\mathbb{C}$.

The atomic norm is the smallest $\ell_1$ norm of the coefficients among all possible representations of a signal using atoms in the set $\mathcal{A}$. When $\Theta$ is a discrete set with finite cardinality, the definition of the atomic norm reduces to the Basis Pursuit linear program [16]. In this work, we focus on continuously parameterized atomic sets.

Example 1 (Atoms and the associated atomic norms),

1) 1D line spectral estimation and super-resolution [9], [17], [18], [7]. The atoms are trigonometric functions

$$a(\theta) = \left[ 1, e^{i\theta}, \ldots, e^{in\theta} \right]^T \in \mathbb{C}^{n+1} \quad (2)$$

for $\theta \in [0, 2\pi)$. The corresponding atomic norm can be used to enforce sparsity in the continuous frequency domain. We will see later that the atom (2) can be used to model the problem of resolving point targets from low frequency measurements [9].

2) High-dimensional line spectral estimation [9], [19], [20]. The atom is the direct product of the 1D atomic space:

$$a_{k_1,k_2,\ldots,k_d}(\Theta) = e^{i(k_1\theta_1+k_2\theta_2+\cdots+k_d\theta_d)}, \quad (3)$$

where the integer observation index $0 \leq k_i \leq n_i$, and the multi-frequency parameter $\Theta = (\theta_1, \theta_2, \ldots, \theta_d) \in [0, 2\pi)^d$.

3) Spherical harmonics [21]. This is yet another high-dimensional extension of the 1D line spectral estimation. The atom is parameterized by $S^{d-1} = \{x \in \mathbb{R}^d : \|x\|_2 = 1\}$, the unit sphere in $\mathbb{R}^d$, with component given by

$$a_{m,\ell}(x) = Y_m^\ell(x), \ell = 1, 2, \ldots, N_{m,d}. \quad (4)$$

Here $Y_m^\ell(x)$ denotes the $\ell$th spherical harmonic polynomial of degree $m$ in $d$ variables, and $N_{m,d}$ is the number of such polynomials. When $d = 2$, the spherical harmonic atom reduces to 1D line spectral atom.

4) Matrix factorization [22], [5]. The atomic set

$$\mathcal{A} = \{ uu^T : u \in S^{d-1}, v \in S^{d-1} \} \quad (5)$$

is the set of rank-1 matrices with unit Frobenius norm. The atomic norm is matrix nuclear norm, which can be computed by solving a semidefinite program.

5) Tensor decomposition [10]. For a $m$th order symmetric tensor, the atomic set is

$$\mathcal{A} = \{ x^{\otimes m} = x \otimes x \otimes \cdots \otimes x : x \in S^{d-1} \} \quad (6)$$

while for a $m$th order non-symmetric tensor, the atomic set is

$$\mathcal{A} = \{ u_1 \otimes u_2 \otimes \cdots \otimes u_m : u_i \in S^{d-1}, i = 1, \ldots, m \}. \quad (7)$$

The associated atomic norms are the symmetric tensor nuclear norm and the tensor nuclear norm.

6) Mixtures of translation-invariant signals [11], [12]. The atoms

$$a(\tau) = \left[ \psi \left( \frac{t - \tau}{\sigma} \right) \right]_{t \in T} \quad (8)$$

for $\tau \in [a,b]$, where $\psi(\cdot)$ is a known waveform such as the Gaussian function, sinc function, or Airy function, and $T$ is the set of observation points which could be finite, an interval, or the entire $\mathbb{R}$.

7) Radar signals [14]. The atom is a known waveform $\psi(\cdot)$ translated by $\tau$ and modulated by $\nu$:

$$a(\tau, \nu) = \left[ \psi(t - \tau) e^{i2\pi\nu t} \right]_{t \in T} \quad (9)$$

where $T$ again is the set of observation points.

8) Single-pole linear systems [23]. The atom is the transfer function of a single pole system parameterized by its pole location in $\mathcal{D}_\rho$, the disk on $\mathbb{C}$ of radius $\rho < 1$:

$$a(w) = \left[ \frac{1 - |w|^2}{z - w} \right]_{z \in Z, w \in \mathcal{D}_\rho} \quad (10)$$

where $Z$ is the set of observation points, which could be samples of the unit circle on $\mathbb{C}$.

B. Atomic decomposition and super-resolution

Given an atomic set $\mathcal{A} \subset \mathbb{F}^n$ and any $z \in \mathcal{A}$, the computation of the atomic norm $\|z\|_{\mathcal{A}}$ is equivalent to finding a particular decomposition $z = \sum_j c_j a(\theta_j)$ such that $\|z\|_{\mathcal{A}} = \sum_j |c_j|$. We formalize this in the following definition:

**Definition 1.** Given an atomic set $\mathcal{A} = \{ a(\theta) : \theta \in \Theta \} \subset \mathbb{F}^n$, a finite decomposition $\sum_j c_j a(\theta_j)$ is called an atomic decomposition if $\| \sum_j c_j a(\theta_j) \|_{\mathcal{A}} = \sum_j |c_j|$. When all $c_j$s are positive, we also call $\sum_j c_j a(\theta_j)$ an atomic decomposition if it is unique.

Carathéodory’ convex hull theorem [24] implies that there exists a finite decomposition that involves at most $n + 1$ atoms. Typically one is interested in finding the decomposition with smallest number of atoms. The definition of the atomic norm does promote sparsity as we can rewrite it as an $\ell_1$ minimization problem over $\mathcal{M}(\Theta)$, the set of all signed or complex measures on $\Theta$. That is, the atomic norm $\|z\|_{\mathcal{A}}$ is equal to the optimal value of

$$\min_{\mu \in \mathcal{M}(\Theta)} \| \mu \|_{TV} \text{ subject to } z = \int_{\Theta} a(\theta) d\mu \quad (11)$$

Here $\| \cdot \|_{TV}$ denotes the total variation norm of a signed or complex measure. When the set $\Theta$ is finite, the total variation norm reduces to the usual $\ell_1$ norm.

The existence of atomic decompositions with at most $n + 1$ atoms is equivalent to the existence of a discrete measure $\mu^* = \sum_j c_j \delta(\theta - \theta_j)$ supported on at most $n + 1$ points in $\Theta$ such that $z = \int_{\Theta} a(\theta) d\mu^*$. Therefore, the infinite-dimensional optimization formulation (11) of the atomic norm suggests another explanation of atomic decomposition: recovering a discrete measure $\mu^*$ from its linear measurements given by $z_j = \int_{\Theta} a_j(\theta) d\mu^*, j = 1, \ldots, n$. The literature on finite $\ell_1$ minimization [4] suggests that this task might be successful if the unknown measure has a small support.

Besides sparsity, several sufficient conditions established in the literature for some of the atoms in Example 1 state that if the support $S(\mu^*) = \{\theta_j\}$ of the true, unknown measure $\mu^*$ are well-separated, then $\mu^*$ is the unique solution to (11) when $z = \int_{\Theta} a(\theta) d\mu^*$. These sufficient conditions are usually cited as evidence to support the ability of infinite-dimensional $\ell_1$ minimization in achieving super-resolution. The concept of super-resolution is particularly clear for the atoms defined in Example 1) and 2), where the goal of atomic decomposition is to estimate point targets from low-frequency Fourier measurements. The Rayleigh criterion is often used to argue that the sufficient condition is almost necessary. In this work, we establish a rigorous resolution limit for some common atoms as a consequence of the $\ell_1$ nature of the atomic norm.

The separation condition is also reminiscent of the incoherence condition for finite $\ell_1$ minimization [4]. Indeed, the separation of the
support $S(\mu^*)$ ensures that the atoms $\{a(\theta_j)\}$ are uncorrelated.\(^1\)

### III. Sufficient Conditions for Atomic Decompositions

In this section, we collect sufficient conditions for atomic decomposition for some of the atoms listed in Example 1.

#### A. Sufficient conditions for signed atomic decompositions

For arbitrary combinations of atoms, we have the following theorem, whose proofs are given in [9], [21], [22], [5], [10], [11], [12].

**Theorem 1.** In the following, if the corresponding separation condition is satisfied for the given set of atoms, then the measure $\mu^*$ is the unique solution to the optimization (11), and the corresponding decomposition is the unique atomic decomposition.

1. The support of a line spectral measure $\mu^* = \sum_{j=1}^k c_j \delta(\theta - \theta_j)$ with $c_j$ complex is separated by $8\pi/n$, that is,
   $$\min_{\theta_i \neq \theta_j \in S(\mu^*)} |\theta_i - \theta_j| > \frac{8\pi}{n}. \quad (12)$$
   When $c_j$s are real, the separation can be lowered to $\frac{\pi}{n}.$

2. The conclusions of part 1) generalize to high-dimensional line spectral atoms defined in (3) with $n_i = n$ if the support of $\mu^* = \sum_{j=1}^k c_j \delta(\theta - \theta_j)$ satisfies the separation condition
   $$\min_{\theta_i \neq \theta_j} |\theta_i - \theta_j| > \frac{c_d}{n} \quad (13)$$
   for some constant $c_d$ that depends on the dimension $d$ only.

3. For spherical harmonic atoms on $S^2$, separation condition imposed on the support of $\mu^* = \sum_{j=1}^k c_j \delta(x - x_j)$ is
   $$\min_{x_i, x_j \in S^2, x_i \neq x_j} \arccos(|x_i, x_j|) > \frac{c}{m} \quad (14)$$
   where $c$ is a numerical constant independent of $m$.

4. The matrix decomposition $M = \sum_{j=1}^k c_j u_j v_j^T$ is orthogonal, that is, $(u_i, u_j) = 0$ and $(v_i, v_j) = 0$ for $i \neq j$. The uniqueness is up to the sign ambiguity.

5. The 3rd order symmetric tensor decomposition $T = \sum_{j=1}^k x_j^{\otimes 3}$ is near orthogonal, that is, $\|X^T X - I_3\|_F \leq 0.0016$ where $X = [x_1, \ldots, x_k].$

6. For mixtures of translation-invariant signals, the observation set $T = \mathbb{R}$ and the waveform $\psi(t)$ satisfies certain technical conditions explained in [11], [12]. The translation parameters of the decomposition $z(t) = \sum_{j=1}^k c_j \psi(t - x_j)$ should be separated by $c\sigma$ for some numerical constant $c$.

#### B. Sufficient conditions for positive atomic combinations

We remark that Theorem 1 holds regardless of the sign patterns of the coefficients $\{c_j\}$. Prior information of the sign pattern can relax the separation requirement, as already illustrated by the case of 1D line spectral atoms, where the critical constant was lowered from $8\pi$ to $7.48\pi$ when the coefficients are known to be real, i.e., the signs are ± instead of generic complex phases. In fact, for a large class of atoms, when all the coefficients are known to be positive, no separation is needed for $\mu^* = \sum_{j=1}^k c_j \delta(\theta - \theta_j)$ with $c_j > 0$ to solve the feasibility problem

$$\text{find } \mu \in \mathcal{M}_+(\Theta) \text{ subject to } z = \int_\Theta a(\theta) d\mu. \quad (15)$$

where $\mathcal{M}_+(\Theta)$ is the set of (non-negative) measures on $\Theta$, and $z = \sum_{j=1}^k c_j a(\theta_j) = \int_\Theta a(\theta) d\mu^*$. To make this statement precise, we introduce the following notion of a Chebyshev system:

**Definition 2.** A system of linearly independent continuous functions $\{u_i(t)\}_{i=0}^n$ defined on $I \subset \mathbb{R}$ is a Chebyshev system if no non-trivial linear combination $u(t) = \sum_{i=0}^n a_i u_i(t)$ with $a_i \in \mathbb{R}$ has more than $n$ distinct zeros in $I$.

We list some Chebyshev systems. For further examples, see the monograph of M. Krein and A. Nudelman [25] and of S. Karlin and W. Studden [26].

**Example 2** (Chebyshev systems).

1) algebraic polynomials: $\{t^i\}_{i=0}^n$ on any interval.

2) trigonometric polynomials: $\{1, \sin(\theta), \cos(\theta)\}_{k=1}^n$ on $[0, 2\pi]$.

3) rational functions: $\{\frac{1}{x_{j+1}}\}_{j=0}^n$ with $s_i > 0$ on $(0, \infty)$.

4) exponentials: $\{e^{a_i t}\}_{i=0}^n$ with $c_i > 0$ on any interval.

5) Gaussian functions: $\{e^{-(x-s_i)^2}\}$ for $s_i > 0$ on $(-\infty, \infty)$.

6) Totally positive kernels: A continuous function $G(t, s)$ defined on $[a, b] \times [c, d]$ is called a totally positive kernel if for any $n$ and any points $(a \leq t_0 < t_1 < \cdots < t_m < d, (c \leq s_0 < s_1 < \cdots < s_n \leq d)$, the determinant $\det([G(t_j, s_k)]_{j,k=0}^m) > 0$. The system $\{u_k(t) = (G(t, s_k))_{k=0}^n$ is a Chebyshev system if $G(t, s)$ is totally positive. Since the kernels $1/(t+s)^n, e^{at},$ and $e^{-(x-s)^2}$ are all totally positive, all previous examples except the trigonometric polynomials are special cases of this example.

We have the following super-resolution result for positive combinations of atoms.

**Theorem 2.**

1) Suppose the atom components $\{a_i(\theta_j)\}_{j=0}^n$ form a Chebyshev system on $[a, b]$. Define $\omega(\theta) = 2$ if $\theta \notin [a, b]$ and 1 otherwise.

If a decomposition $z = \sum_{j=1}^k c_j a(\theta_j)$ with $c_j > 0$ satisfies $\sum_{j=1}^k \omega(\theta_j) \leq n$, then it uniquely solves (15).

2) For the spherical harmonic atom (4) with $d \geq 2$, the decomposition $z = \sum_{j=1}^k c_j a(\theta_j)$ with $c_j > 0$ is unique if $k \leq m$.

The proof is based on explicit constructions of dual polynomials according to Proposition 1 introduced in next section.

#### IV. Duality, Markov-Bernstein Type Inequalities, and Resolution Limit

**A. Duality**

From the primal formulation of the atomic norm, the resolution limit exists because including highly correlated atoms in a decomposition is not economical when measured by the $\ell_1$ norm of the coefficients. However, the argument becomes more apparent if we examine the dual formulation. Regardless of $\mathbb{F} = \mathbb{R}$ or $\mathbb{C}$, the dual problems of the optimizations (11) and (15) are respectively

$$\max_{q \in \mathbb{F}^n} \langle q, z \rangle_{\mathbb{R}} \text{ subject to } \sup_{q \neq 0} |q, a(\theta)| \leq 1, \quad (16)$$

$$\max_{q \in \mathbb{F}^n} \langle q, z \rangle_{\mathbb{R}} \text{ subject to } \sup_{q \neq 0} |q, a(\theta)| \leq 0, \quad (17)$$

where we used the notation $\langle x, y \rangle_{\mathbb{R}} = \text{real}(y^* x)$. Define the dual polynomial (function) $Q(\theta) = \langle q, a(\theta) \rangle$ and $Q(\theta)^* = Q(\theta)$. The following proposition is the basis for establishing sufficient or necessary conditions for atomic decompositions.

**Proposition 1.** Suppose $\mu^* = \sum_{j=1}^k c_j \delta(\theta - \theta_j)$ with support $S = \{\theta_j\}_{j=1}^k$ and $z = \int_\Theta a(\theta) d\mu^*.$

\(^1\)However, a global incoherence condition for all atoms in $A$ are no longer possible due to the continuity of $a(\theta)$ [7].
1) The measure $\mu^*$ is a solution to (11) if and only if there exists a dual function $Q(\theta) = (q, a(\theta))$ such that

\[
\begin{align*}
\int |Q(\theta)| & \leq 1, \quad \forall \theta \\
Q(\theta) & = \text{sign}(c_j), \quad j = 1, \ldots, k.
\end{align*}
\]  

(18)

If in addition that $\{a(\hat{\theta}_j), \hat{\theta}_j \in T\}$ are linearly independent, where $T$ is a super set of $S$ (possibly equal), and the condition $|Q(\theta)| \leq 1, \forall \theta$ is strengthened to $|Q(\theta)| < 1, \forall \theta \in \Theta/T$, then the solution $\mu^*$ is unique.

2) Assume the coefficient $c_j > 0$ in the representation of the measure $\mu^*$. Then it is a solution to (15) if and only if there exists a dual function $Q(\theta) = (q, a(\theta))$ such that

\[
\begin{align*}
Q(\theta) & \leq 0, \quad \forall \theta \\
Q(\theta) & = 0, \quad j = 1, \ldots, k.
\end{align*}
\]  

(19)

If in addition that $\{a(\hat{\theta}_j), \hat{\theta}_j \in T\}$ are linearly independent, where $T$ is a super set of $S$ (possibly equal), and the condition $Q(\theta) \leq 0, \forall \theta$ is strengthened to $Q(\theta) < 0, \forall \theta \in \Theta/T$, then the solution $\mu^*$ is unique.

The sufficient conditions established in Theorems 1 and 2 are all based on constructing a dual polynomial to certify the optimality of $\mu^*$ according to the sufficiency part of Proposition 1. We offer a proof to Theorem 2 using the sufficiency part of Proposition 1 2).

Proof of Theorem 2:  

1) The proof is a direct consequence of [26, Theorem 5.1], where a nonnegative polynomial $u(\theta) = \sum_{n=0}^r a_n(\theta)$ was constructed to vanish precisely at the points $\{\theta_1, \ldots, \theta_k\}$ under the conditions of Theorem 2. The only exception is when $\theta_1, \ldots, \theta_k$ are linearly independent for any $n + 1$ points $\{\theta_i\} \subset \Theta$. Therefore, the measure $\mu^*$ is the unique solution to (15).

2) The construction of a certifying dual polynomial for spherical harmonic atoms are similar to the one given in [21].

The necessary part of Proposition, i.e., the existence of a bounded dual polynomial that interpolates the sign of the coefficient vector on the support of $\mu^*$ when it is an optimal solution, also suggests why there exists a resolution limit when the sign pattern is arbitrary, and why there does not exist one when the coefficients are all positive. Suppose two supporting points $\theta_i$ and $\theta_j$ have a small distance $\Delta_{i,j} = |\theta_i - \theta_j|_2$ and $\text{sign}(c_j) = 1, \text{sign}(c_j) = -1$. If the line segment connecting $\theta_i$ and $\theta_j$ is contained in $\Theta$, then according to the mean value theorem, there must exist a point $\theta \in \Theta$ such that

\[
Q(\theta_i) - Q(\theta_j) = \langle \nabla Q(\theta), \theta_i - \theta_j \rangle.
\]  

(20)

As a consequence, the gradient of $Q$ at $\theta$ is lower bounded:

\[
\|\nabla Q(\theta)\|_2 \geq \frac{|Q(\theta_i) - Q(\theta_j)|}{\Delta_{i,j}} = \frac{|\text{sign}(c_i) - \text{sign}(c_j)|}{\Delta_{i,j}} = \frac{2}{\Delta_{i,j}}.
\]  

(21)

In next section, we introduce Bernstein-Markov type inequalities which bound the size of gradients for classes of uniformly bounded functions. We therefore obtain an upper bound on $\Delta_{i,j}$. When the coefficients are known to be positive, the dual polynomial is not required to go from 1 to $-1$, hence the argument does not apply.

B. Markov-Bernstein type inequalities

Markov-Bernstein type inequalities have their origins in the study of algebraic and trigonometric polynomials. The classic Bernstein’s inequality asserts that every trigonometric polynomial $Q(\theta)$ with complex coefficients of degree at most $n$ satisfies [15]

\[
|Q'(\theta)| \leq n \max_{\theta \in [0, 2\pi]} |Q(\theta)|.
\]  

(22)

By defining $Q(\theta) = p(\cos(\theta))$ for any algebraic polynomial $p(t)$ of degree $n$, we obtain the algebraic Bernstein’s inequality [15]:

\[
|p'(t)| \leq \frac{n}{\sqrt{1 - t^2}} \max_{t \in [-1, 1]} |p(t)|, t \in (-1, 1).
\]  

(23)

Combining this with Shur’s inequality [15], we get Markov’s inequality for every algebraic polynomial $p(t)$ of degree $n$ [15]:

\[
\max_{t \in [-1, 1]} |p'(t)| \leq n^2 \max_{t \in [-1, 1]} |p(t)|, t \in [-1, 1].
\]  

(24)

Given a class of functions $\mathcal{F} = \{f(\theta)\}$ defined on $\Theta$, the Bernstein type inequality is of the form

\[
\|\nabla f(\theta)\|_2 \leq c_F(\theta) \sup_{\theta \in \Theta} |f(\theta)|, \forall f \in \mathcal{F},
\]  

(25)

while the Markov type inequality is of the form

\[
\sup_{\theta \in \Theta} \|\nabla f(\theta)\|_2 \leq C_F \sup_{\theta \in \Theta} |f(\theta)|, \forall f \in \mathcal{F}.
\]  

(26)

Here $c_F(\theta)$ is a function of $\theta$ and $C_F$ is a numerical constant, both of which depend only on the function class $\mathcal{F}$. Note that the Bernstein’s inequality bounds the size of gradient pointwise, while Markov’s inequality bounds the uniform norm of the gradient. When $\mathcal{F}$ is the set of trigonometric polynomials of degree $n$, we have $c_F(\theta) = C_F = n$.

Besides the classic Markov-Bernstein type inequalities, many others have been developed in the literature such as those for homogeneous and non-homogeneous polynomials defined on a convex body [27], for rational functions [28], for spherical harmonic polynomials [29], and for real exponentials [30].

C. Resolution Limit

We are now ready to state the major theorem on the resolution limit of atomic decompositions:

Theorem 3. For each of the atomic set $A = \{a(\theta) : \theta \in \Theta\}$ listed below, we consider a set of parameters $S = \{\theta_1, \theta_2, \ldots, \theta_n\} \subset \Theta$ such that any measure $\mu = \sum_{j=1}^n c_j(\theta_j)\delta(\theta - \theta_j)$ supported on $S$ is an atomic decomposition, regardless of the sign pattern of $\{c_j\}_{j=1}^n$.

1) For the 1D line spectral atom defined in (2), the minimal separation of points in $S$ satisfies

\[
\Delta = \min_{i \neq j} |\theta_i - \theta_j| \geq 2/n.
\]  

(27)

2) For multi-dimensional line spectral atoms defined in (3), the separation of points in $S = \{\theta^1, \ldots, \theta^d\}$ satisfies

\[
\Delta = \min_{i \neq j} \sum_{\ell=1}^d n_\ell |\theta^\ell_i - \theta^\ell_j| \geq 2
\]  

(28)

3) For the spherical harmonic atom defined in (4), the minimal separation of points in $S = \{x^1, \ldots, x^d\}$ satisfies

\[
\Delta = \min_{i \neq j} \arccos(|x_i \cdot x_j|) \geq 2/m.
\]  

(29)
For the $m$th order symmetric tensor atomic set $A = \{a(x) = x^m : x \in \mathbb{S}^{d-1}\}$, the minimal separation of points in $S = \{x^1, \ldots, x^r\}$ satisfies

$$\Delta = \min_{i \neq j} \arccos(|\langle x^i, x^j \rangle|) \geq 2/m.$$

For the $m$th order non-symmetric tensor atomic set defined in (7), the minimal separation of points in $S = \{u^1, \ldots, u^r\}$ with $u = (u_1, \ldots, u_m)$ satisfies

$$\Delta = \min_{i \neq j} \arccos(|\langle u^i, u^j \rangle|) \geq 2.$$

Proof: Without loss of generality, we consider the separation between $\theta_1$ and $\theta_2$. The dual polynomial $Q(\theta) = (q, a(\theta))$ that certifies the optimality of $\mu = \sum_{j=1}^r c_j \delta(\theta - \theta_j)$ with $\text{sign}(c_1) = -\text{sign}(c_2) = 1$ is a trigonometric polynomial of degree $n$. The classic Bernstein’s inequality (22) implies that $|Q(\theta)| \leq n$ since $Q(\theta)$ is uniformly bounded by 1. Invoking (21), we get

$$\Delta_{1,2} = d(\theta_1, \theta_2) \geq 2/n,$$

as desired.

For other parts, one can use the same technique in part 1) by noting that: for part 2), the dual certificate $Q(\theta) = (q, a(\theta), \ldots, a(\theta))$ is a trigonometric polynomial of degree $n$; for part 3), consider the separation between $x^1$ and $x^2$, then the dual polynomial $Q(x) = (q, a(x))$ becomes a trigonometric polynomial of degree $m$ when restricted onto the great circle that passes $x^1$ and $x^2$; part 4) and part 5) is similar to part 2) and part 3), respectively.

Comparing with the sufficient conditions in Theorem 1, we observe that 1) and 3) of Theorem 3 are of the same order. For 2), if all $n_2 = n$, we can obtain a weaker bound using $\ell_\infty$ norm

$$\Delta = \min_{i \neq j} \|\theta^i - \theta^j\|_\infty \geq 2/\sqrt{nd},$$

which has the same order in $n$ as the sufficient condition. However, it is not clear whether the $1/d$ dependence on $d$ is optimal or not. The sufficient condition for 3rd order symmetric tensor implies $\min_{i \neq j} \arccos(|\langle x^1, x^j \rangle|) \geq \arccos(0.0016) \approx 1.57 > 2/3$, which is stronger than the necessary condition (30).

V. Conclusions

We conclude by pointing out some implications of the resolution limits of atomic decompositions. One hand, if the goal is parameter estimation, the established resolution limits imply that atomic norm minimization cannot recover closely spaced parameters, which will impact applications where super-resolution is important. On the other hand, if the goal is prediction, as common in machine learning tasks, well-separated parameters can prevent over-fitting and hence improve generalization. We leave making the latter statement precise to future work. Other future directions include investigating alternative regularizers that have better resolution, and effects of incorporating prior information other than the sign patterns.
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