Cramer’s Rule

Use of Cramer’s Rule to Solve Simultaneous Algebraic Equations

Cramer’s rule provides a methodology to solve systems of simultaneous algebraic equations. It is most convenient when dealing with systems of 2 or 3 equations. It can be used for more than 3 equations, but since it involves the calculation of determinants, there are other solution methods that are more convenient.

Cramer’s Rule for Systems of N Equations

Let’s assume we have a system of $N$ simultaneous algebraic equations with $N$ unknowns $x_1, x_2, \ldots, x_N$ where the equations are in the form:

$$a_{1,1}x_1 + a_{1,2}x_2 + \cdots + a_{1,N}x_N = b_1$$
$$a_{2,1}x_1 + a_{2,2}x_2 + \cdots + a_{2,N}x_N = b_2$$

and so forth to:

$$a_{N,1}x_1 + a_{N,2}x_2 + \cdots + a_{N,N}x_N = b_N$$

This system of equations can be put into matrix form as:

$$\begin{bmatrix} a_{1,1} & a_{1,2} & \cdots & a_{1,N} \\ a_{2,1} & a_{2,2} & \cdots & a_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ a_{N,1} & a_{N,2} & \cdots & a_{N,N} \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \\ \vdots \\ x_N \end{bmatrix} = \begin{bmatrix} b_1 \\ b_2 \\ \vdots \\ b_N \end{bmatrix}$$

Cramer’s rule let’s us find the value of each unknown as the ratio of two determinants. In the denominator the determinant is made up of the coefficient matrix (with all of the $a_{i,j}$ terms). In the numerator it is the determinant of the coefficient matrix except the values in the column associated with a particular unknown (the first column for $x_1$, the second column for $x_2$, and so forth) is replaced with the column of values from the right-hand side vector.

So, $x_1$ can be calculated from:
Cramer's Rule

\[
x_1 = \frac{\begin{vmatrix} b_1 & a_{1,2} & \cdots & a_{1,N} \\ b_2 & a_{2,2} & \cdots & a_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ b_N & a_{N,2} & \cdots & a_{N,N} \end{vmatrix}}{\begin{vmatrix} a_{1,1} & a_{1,2} & \cdots & a_{1,N} \\ a_{2,1} & a_{2,2} & \cdots & a_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ a_{N,1} & a_{N,2} & \cdots & a_{N,N} \end{vmatrix}}
\]

\[
x_2 = \frac{\begin{vmatrix} a_{1,1} & b_1 & \cdots & a_{1,N} \\ a_{2,1} & b_2 & \cdots & a_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ a_{N,1} & b_N & \cdots & a_{N,N} \end{vmatrix}}{\begin{vmatrix} a_{1,1} & a_{1,2} & \cdots & a_{1,N} \\ a_{2,1} & a_{2,2} & \cdots & a_{2,N} \\ \vdots & \vdots & \ddots & \vdots \\ a_{N,1} & a_{N,2} & \cdots & a_{N,N} \end{vmatrix}}
\]

and so forth. Notice that the denominator is the same for each unknown.

**Cramer's Rule for Systems of 2 or 3 Equations**

Determinants can be tedious to calculate and are most easily done for systems of 2 or 3 equations. For the following system of 2 equations:

\[
\begin{bmatrix}
1 & 1 \\
-2 & 1
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
= \begin{bmatrix} 10 \\ 0 \end{bmatrix}
\]

the determinants can be calculated directly from the definition (i.e., product of the diagonal terms minus the product of the off-diagonal terms):

\[
x_1 = \frac{\begin{vmatrix} 10 & 1 \\ 0 & 1 \\ 1 & 1 \\ -2 & 1 \end{vmatrix}}{\begin{vmatrix} 1 & 1 \\ 1 & 1 \\ 1 & 1 \\ -2 & 1 \end{vmatrix}} = \frac{10 \cdot 1 - 0 \cdot 1}{1 \cdot 1 - (-2) \cdot 1} = \frac{10}{3}
\]
For systems of three equations the determinants can be calculated in a relatively simple manner using augmented lists. For the following system of 3 equations:

\[
\begin{bmatrix}
1 & -1 & 2 \\
5 & 2 & 6 \\
-3 & 4 & 3
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2 \\
x_3
\end{bmatrix}
= 
\begin{bmatrix}
10 \\
20 \\
30
\end{bmatrix}
\]

the first unknown is:

\[
x_1 = \frac{10 \cdot 2 \cdot 3 + (-1) \cdot 6 \cdot 30 + 2 \cdot 20 \cdot 4 - 30 \cdot 2 \cdot 2 - 20 \cdot (-1) \cdot 3 - 10 \cdot 4 \cdot 6}{1 \cdot 2 \cdot 3 + (-1) \cdot 6 \cdot (-3) + 2 \cdot 5 \cdot 4 - (-3) \cdot 2 \cdot 2 - 5 \cdot (-1) \cdot 3 - 1 \cdot 4 \cdot 6}
\]

\[
= \frac{60 - 180 + 160 - 120 + 60 - 240}{6 + 18 + 40 + 12 + 15 - 24}
\]

\[
= \frac{-260}{67}
\]

and the other two unknowns can be calculated similarly.

**Solution of Systems of Initial Value ODEs**

In the class notes we applied Laplace transforms to the following systems of ODEs & obtained a solution:

\[
\frac{dy_1}{dt} = \sin t - 2(y_1 - y_2) \quad \Rightarrow \quad \frac{dy_1}{dt} + 2y_1 - 2y_2 = \sin t
\]
\[
\frac{dy_2}{dt} = 2(y_1 - y_2) - 3y_2 \quad \Rightarrow \quad -2y_1 + \frac{dy_2}{dt} + 5y_2 = 0
\]

with the ICs \( y_1(0) = y_2(0) = 0 \) gave the following system of algebraic equations in the Laplace domain:

\[
(s + 2)\bar{y}_1 - 2\bar{y}_2 = \frac{1}{s^2 + 1}
\]

\[-2\bar{y}_1 + (s + 5)\bar{y}_2 = 0
\]

In the class notes we inserted the 2\(^{nd}\) equation into the 1\(^{st}\) to get:

\[
\bar{y}_2 = \frac{2}{(s^2 + 1)(s^2 + 7s + 6)}
\]

and:

\[
\bar{y}_1 = \frac{s + 5}{2}\bar{y}_2 = \frac{s + 5}{(s^2 + 1)(s^2 + 7s + 6)}
\]

Cramer’s rule gives us a direct way to determine these expressions. The system of two equations in matrix notation is:

\[
\begin{bmatrix}
(s + 2) & -2 \\
-2 & (s + 5)
\end{bmatrix}
\begin{bmatrix}
\bar{y}_1 \\
\bar{y}_2
\end{bmatrix}
= \begin{bmatrix}
1 \\
0
\end{bmatrix}
\]

Using Cramer’s Rule the expressions for the two unknown functions are:

\[
\bar{y}_1 = \frac{\begin{vmatrix}
\frac{1}{s^2 + 1} & -2 \\
0 & (s + 5)
\end{vmatrix}}{\begin{vmatrix}
(s + 2) & -2 \\
-2 & (s + 5)
\end{vmatrix}} = \frac{1}{s^2 + 1} \cdot \frac{(s + 5)}{(s + 2)(s + 5) - 4} = \frac{s + 5}{(s^2 + 1)(s^2 + 7s + 6)}
\]

and:

\[
\bar{y}_2 = \frac{\begin{vmatrix}
1 & -2 \\
0 & (s + 5)
\end{vmatrix}}{\begin{vmatrix}
(s + 2) & -2 \\
-2 & (s + 5)
\end{vmatrix}} = \frac{1}{(s^2 + 1)(s^2 + 7s + 6)}
\]
\[
\bar{y}_2 = \begin{vmatrix}
(s + 2) & \frac{1}{s^2 + 1} \\
-2 & 0 \\
(s + 2) & -2 \\
-2 & (s + 5)
\end{vmatrix} = \frac{2 \cdot 1}{(s + 2)(s + 5) - 4} = \frac{2}{(s^2 + 1)(s^2 + 7s + 6)}.
\]

The procedure to split into partial fractions and translate back to the time domain remains the same, but the procedure to rearrange the equations & split apart the dependencies of \( \bar{y}_1 \) and \( \bar{y}_2 \) is the only thing that is different.