Saline tracer visualized with three-dimensional electrical resistivity tomography: Field-scale spatial moment analysis
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[1] Cross-well electrical resistivity tomography (ERT) was used to monitor the migration of a saline tracer in a two-well pumping-injection experiment conducted at the Massachusetts Military Reservation in Cape Cod, Massachusetts. After injecting 2200 mg/L of sodium chloride for 9 hours, ERT data sets were collected from four wells every 6 hours for 20 days. More than 180,000 resistance measurements were collected during the tracer test. Each ERT data set was inverted to produce a sequence of 3-D snapshot maps that track the plume. In addition to the ERT experiment a pumping test and an infiltration test were conducted to estimate horizontal and vertical hydraulic conductivity values. Using modified moment analysis of the electrical conductivity tomograms, the mass, center of mass, and spatial variance of the imaged tracer plume were estimated. Although the tomograms provide valuable insights into field-scale tracer migration behavior and aquifer heterogeneity, standard tomographic inversion and application of Archie's law to convert electrical conductivities to solute concentration results in underestimation of tracer mass. Such underestimation is attributed to (1) reduced measurement sensitivity to electrical conductivity values with distance from the electrodes and (2) spatial smoothing (regularization) from tomographic inversion. The center of mass estimated from the ERT inversions coincided with that given by migration of the tracer plume using 3-D advective-dispersion simulation. The 3-D plumes seen using ERT exhibit greater apparent dispersion than the simulated plumes and greater temporal spreading than observed in field data of concentration breakthrough at the pumping well.


1. Introduction

[2] Over the last 20 years, conducting and interpreting extensively monitored field-scale tracer tests have dramatically improved the understanding of solute transport through heterogeneous media. These field experiments, such as those conducted at Canadian Base Borden, the Massachusetts Military Reservation, and the Columbus Air Force Base have required dense networks of multilevel monitoring wells and intensive sampling [Freyberg, 1986; Mackay et al., 1986; LeBlanc et al., 1991; Boggs et al., 1992]. These field experiments are expensive, time-consuming, and generally impractical for most investigations.

[3] Geophysical methods offer cost-effective, spatially exhaustive data. Such data can be used to construct a sequence of snapshot tomograms in 3-D. Often geophysical data have limited utility for analysis of groundwater flow because the properties measured in a geophysical survey are not simply related to the hydraulic properties of interest. However, in the case of monitoring the transport of a conductive tracer using electrical resistivity tomography (ERT) there is a direct physical link between changes in electrical conductivity and changes in ion solute concentration. ERT readily detects changes in fluid electrical conductivity and the degree of saturation of the porous medium. ERT has been used extensively for monitoring time-varying processes in the vadose zone [Daily et al., 1992; Park, 1998; Binley et al., 2002; Yeh et al., 2002] and to map subsurface transport of conductive tracers in 2-D laboratory studies [Binley et al., 1996; Slater et al., 2000], 2-D field studies [Kemna et al., 2002; Acworth and Dacey, 2003], and a 3-D laboratory study [Slater et al., 2002].

[4] Despite these and other case studies, analysis and interpretation of ERT images remain challenging for two reasons. First, geophysical tomographic inverse problems are typically underdetermined; there are not enough data to uniquely estimate the values of the geophysical model parameter values. Second, ERT inversion is a highly nonlinear problem, so a small change in the data can cause a large change in the solution; the inverse solutions are sensitive to error and noise in the data. Because the ERT inversion in this work has been defined as an underdetermined problem, the tomogram is stabilized through a process of regularization. Regularization procedures work by imposing additional constraints to achieve a more simple solution, where simplicity is usually described by the smoothness or uniformity of the image [e.g., Beck et al., 1985]. Regularization for our ERT inverse problem can be thought of simply as the math-
quantify 3-D variability in spatial resolution. Are of approximate dimension 150,000 by 150,000, to manipulate 3-D resolution matrices, which for our work is prohibitively feasible in 2-D. Unfortunately, it is difficult to study, aimed at quantifying resolution, were computationally infeasible. Statistics taken from multiple dielectric permittivity realizations and water salinity from transport of ionic tracer. Second, we present snapshot tomograms showing the movement of the tracer, and results from modified moment analysis applied to the electrical conductivity (the reciprocal of resistivity) tomograms to quantify the tracer mass, center of mass, and spatial variance. On the basis of this analysis we demonstrate how (1) the center of mass is accurately mapped when ERT is sufficiently sensitive to the presence of the ionic tracer and (2) the spatial variability in resolution causes significant yet predictable underestimates of tracer mass.

2. Site Description

[7] Our field research was conducted at the U.S. Geological Survey Toxic Substances Hydrology Program research site at the Massachusetts Military Reservation (MMR) in western Cape Cod, Massachusetts (Figure 1). The site is composed of unconsolidated glacial and outwash plain deposits, consisting primarily of stratified sand and gravel [Oldale, 1969]. At the site, the glacial outwash is approximately 35 m deep, generally fining with depth. The outwash is underlain by finer, less permeable, proglacial lake deposits consisting of sand, silt, and clay [Garabedian and LeBlanc, 1989; Masterson et al., 1997]. The water table was 5.5 m below ground surface. Groundwater flows predominantly through the shallow, coarser-grained parts of the aquifer. The estimated mean horizontal hydraulic conductivity ranges from 85 to 115 meters per day (m/d) in the medium to coarse sands and gravels, and varies by approximately an order of magnitude [LeBlanc et al., 1991; Masterson et al., 1997]. The ratio of horizontal to vertical hydraulic conductivity has been estimated to be on the order of 2:1 to 5:1 as characterized by numerous field-scale aquifer tests [Masterson et al., 1997], and the average groundwater velocity is 0.2–0.7 m/d [LeBlanc, 1984]. A prior estimate of effective porosity was 0.39 [LeBlanc et al., 1991] for the greater MMR region, and we found a value of 0.28 based on analysis of solute breakthrough at our experimental site. An irregular bedrock surface, beneath approximately 100 m of unconsolidated materials, is much less permeable than the overlying glacial deposits, and therefore serves as the bottom of the groundwater system [Garabedian and LeBlanc, 1989; Masterson and Barlow, 1994].

[5] Our field experiment was conducted in the F626 borehole array in the “gravel pit study area” (Figure 1) at the southern end of the MMR. The gravel pit study area is downgradient from a sewage treatment facility that discharged secondarily treated effluent from 1936–1995 [LeBlanc et al., 1999]. Consequently, the pore fluids on site had total dissolved solids that exceeded the concentration of the native groundwater [LeBlanc et al., 1991]. The F626 array used for this tracer test consists of six polyvinylchloride (PVC) wells and a multilevel sampler. The area contained within the F626 array is approximately 10 × 14 m in plan view. The wells are aligned in two perpendicular planes (Figure 2). The four ERT wells (F626A-D) are 33.0 m deep and fully screened, which allow the ERT electrodes to be in electrical contact with the formation. The fully screened injection and pumping...
wells, F626I and F626P, are 26.5 m deep and separated by a distance of 10 m.

3. Methods

3.1. Electrical Resistivity Tomography Forward Problem

Cross-well ERT is used to estimate the distribution of electrical conductivity in the subsurface from numerous resistance data calculated by establishing an electrical gradient between two source electrodes and measuring the resultant potential distribution at two or more receiver electrodes. The measured resistances are averages of the electrical properties of the rock and conductive fluid in the system \[\text{Keller and Frischknecht, 1966}\]. For this study, this procedure was repeated for 3150 combinations of source and receiver electrode positions.

The governing Poisson equation describes the electrical potential distribution as:

\[-\nabla \cdot \sigma \nabla \phi = I \delta(x_1 - x_{1,s}, x_2 - x_{2,s}, x_3 - x_{3,s})\]  

(1a)

subject, in this work, to Neumann boundary conditions \[\left(\frac{\partial \phi}{\partial n_i}\right) = 0\], where

- \(\phi\): the electrical potential in volts (V);
- \(\sigma\): the electrical conductivity in Siemens/m (S/m);
- \(I\): the electrical current source in amperes (A);
- \(\delta\): the Dirac delta function;
- \(x_1, x_2, x_3\): the 3-D Cartesian coordinates;
- \(x_{1,s}, x_{2,s}, x_{3,s}\): the coordinates of the point source of injected charge (m);
- \(n_i\): the direction normal to each boundary \(i\).

In this study, the model boundaries are approximately 130 m from the well locations in map view and extend a similar distance beneath the bottom ERT electrode. The finite element mesh extends significantly beyond the region of interest so that the effect of the boundary conditions is minimal.

Resistance is the dependent variable matched during tomographic inversion to estimate the 3-D electrical conductivity field. On the basis of the solution to (1a) each resistance value can be calculated using Ohm’s law, given here for a point source:

\[R = \frac{\Delta \phi}{I}\]  

(1b)

where \(R\) is the resistance in ohms.

Because current flows spherically from each point source, an important physical property is that current density decreases away from the electrodes. It is therefore intuitive that measurement sensitivity would likely be highest near the electrodes.

In our experiment, which consists of injecting tracer under a forced hydraulic gradient, the measured resistances are averages of the aquifer material and the solute. The electrical resistance of the bulk media changes as the tracer migrates from the pumping to the injection well. The local

---

Figure 2. Geometry of experimental well field in (a) map view and (b) side view parallel to transport as well as in (c) a photograph of the site (not aligned to schematics). ERT wells are labeled A-D. Injection and pumping wells are labeled I and P, respectively. MLS is the multilevel sampler. The distance between ERT wells A and C is 14 m, and the distance between the ERT wells B and D is 10 m, as shown in Figure 2a. The injection line, shown in well I as a solid black line in Figure 2b, extends from 7 to 22 m. The MLS ports are shown as open circles in Figure 2b and are separated by 1.8 m (6 feet). The water table is at approximately 5.5 m. The ERT electrodes are 1 m apart from 7 to 30 m below ground surface. The outtake for the pump in the fully screened pumping well is marked by a star in Figure 2b and is at approximately 7 m below ground surface. Surface electrodes, used for synthetic ERT modeling, are separated by 1 m horizontally and are shown in Figure 2a.
3.2. Electrical Resistivity Tomography Inverse Problem

[14] Given cross-well resistance data collected in the field, the goal is to invert the ERT data to construct the 3-D spatial distribution of the subsurface electrical conductivity. Calculating the true distribution of electrical conductivity in the subsurface is a highly nonlinear problem because the current paths through the medium are dependent on the electrical conductivity structure. Because of the nonlinear relationship the ERT inverse problem is solved using iterative inversion [Tripp et al., 1984; Daily and Owen, 1991; LaBrecque et al., 1996]. Although the geophysical inverse problem is not always underdetermined [e.g., Lane et al., 2004], other data about the distribution of system characteristics are required to create a model with fewer parameters. Generally, as in our case, the tomographic inverse problem is overparameterized; there are generally more model parameters to be solved for than independent measured field data. For this work, each snapshot is composed of nearly 150,000 electrical conductivity unknowns, with approximately 33,000 unknowns in the area of interest and the rest as boundary elements. These electrical conductivity values are estimated based on 3150 resistance measurements.

[15] In ERT data collection a finite number of imprecise resistance measurements are collected, which often do not provide enough information to uniquely determine all the local electrical conductivity parameter values. As discussed previously, the tomographic inverse problem is consequently underdetermined and ill posed and has no unique solution. Ill-posed inverse problems require additional information for an acceptable solution to be found. It can be difficult to collect the necessary data to make the problem well-posed in field experiments where heterogeneity is complicated and data are limited [McLaughlin and Townley, 1996]. In addition, data errors create ill conditioning. To determine a solution consisting of discrete electrical conductivity values, we regularize the inverse problem, which in this work smoothes the final electrical conductivity field thereby inducing correlation and effectively reducing the number of unique local values that must be independently estimated. Other approaches to obtain a unique solution to the ERT inverse problem are also possible and might result in less smoothing [Yeh and Simunek, 2002].

[16] The solution to the inverse problem is a 3-D map of electrical conductivity values and is based on nonlinear least squares minimization of a two-part objective function. The first part is the misfit between the predicted and measured resistances. This part of the objective minimizes the discrepancy between ERT data and the computed resistances based on (1a) and (1b). The second part is the regularization term. It minimizes the roughness of the electrical conductivity field and allows for well posedness of the inverse problem. For ERT inversion this objective function is given by

$$\Omega = \| Wd - WG(m) \|^2 + \alpha \| D^T Dm \|^2$$

where

$W$ a diagonal matrix used to weight individual resistances;

$d$ the measured data (resistances) obtained in the field from tomography;

$m$ the estimated parameter values (log electrical conductivity, $\sigma$), used in the electrical flow model (1a);

$G(m)$ the resistances calculated from the forward solution of (1a) and (1b) given log electrical conductivity values $m$;

$\alpha$ the regularization parameter that determines the importance given to the smooth appearance of the electrical conductivity field relative to the misfit between calculated and observed resistances;

$D$ a roughness matrix, which in this study, is based on a discretized second derivative operator for the six immediate neighbors to each voxel.

A small $\alpha$ will minimize the residual error between measured and modeled resistances but may not converge to a unique solution, whereas a large $\alpha$ will identify an overly smooth electrical conductivity field that may not fit the measured field data (resistances) well [see, e.g., Tikhonov and Arsenin, 1977]. $D$ can also be the covariance of the model parameters, which in this case are the electrical conductivities values [Tarantola, 1987; Gouveia and Scales, 1997; Kitanidis, 1997; Vasco et al., 1997; Day-Lewis et al., 2003]. The ERT inversion routine used for this work is based on Occam’s approach [Constable et al., 1987; de Groot-Hedlin and Constable, 1990; LaBrecque et al., 1996] and written by Andrew Binley of Lancaster University. The regularization is controlled by the roughness matrix $D$ and the regularization parameter $\alpha$. The effect of regularization is to smooth the electrical conductivity distribution and stabilize the inverse solution. The regularization scheme penalizes the electrical conductivity model’s roughness, imposing an a priori preference for a smooth final model. With regularization, the final electrical conductivity parameters will not have extremely small or large values unless they are essential to match the data [Constable et al., 1987; Sasaki, 1989; Ory and Pratt, 1995]. The regularization parameter, $\alpha$, controls the degree of smoothing of the estimated conductivity field. Ideally, the value of $\alpha$ is selected such that the match to the field data is consistent with the estimate of expected measurement errors. Here, we use an approach in which a target root-mean-square (RMS) error is defined based on reciprocal measurements, which are described by Binley et al. [1995]. At each iteration of the inversion, a line search is performed to identify the $\alpha$ value that results in the lowest RMS error not exceeding the target RMS error [LaBrecque et al., 1996]. The optimal estimated electrical conductivity field is the one which explains the measured resistances to an acceptable degree (i.e., yields the target root-mean-square error) and minimizes the roughness of the estimated conductivity field. The bicriteria objective allows the magnitude of the smoothing of simulated electrical conductivity values to vary spatially; smoothing can be larger in areas of the tomogram with low data sensitivity. In regions with higher sensitivities, estimated local values are expected to be more precisely determined with less smoothing. The final result of the ERT inversion is a smooth 3-D map of electrical conductivity that best
fits the data to a given criteria, and may be more detailed in areas of high sensitivity and smooth in areas of low sensitivity.

[17] For each iteration, the system is linearized and a Gauss-Newton update of the form \( m_l + \Delta m \rightarrow m_{l+1} \) is carried out. The parameter change \( \Delta m \) is obtained by solving the linearized system

\[
(J^T W J + \alpha D^T D) \Delta m = J^T W (d - G(m)) - \alpha D^T D m
\]

where \( J \) is the Jacobian matrix defined as \( J = \frac{\partial G(m)}{\partial m} \). At each iteration, the objective function is reevaluated, and the Gauss-Newton process is repeated until the objective function converges to the desired data fit. With a 2.8 GHz Xeon Dell 2650 cluster with 2 GB of RAM, each inversion took approximately 60 hours on a single node.

[18] ERT inversion results are strongly dependent on the error level to which the data are fitted. The conductivity contrasts in the inverted model and the occurrence of artifacts will be dependent on how well the data are fitted. Quantifying the “correct” data errors is a crucial issue to artifacts will be dependent on how well the data are fitted. The conductivity contrasts in the inverted model and the occurrence of artifacts will be dependent on how well the data are fitted.

For this work, we define our misfit tolerance, \( \varepsilon \), according to error variance model parameters \( a \) and \( b \) where

\[
\varepsilon = a + b|R|
\]

as defined by Slater et al. [2000]. For the field inversions, we used \( a = 0.01 \) ohms and \( b = 0.05 \).

3.3. Relation Between Electrical Conductivity and Solute Concentration

[19] Of interest in our time lapse analysis is the temporal change in ERT-estimated NaCl concentration, \( \Delta C \). We estimate changes in NaCl concentration from changes in bulk electrical conductivity using Archie’s law [Archie, 1942] in combination with a linear regression constructed from fluid samples collected at the multilevel sampler that reflects the linear relation between fluid electrical conductivity in mS/m and chloride concentration in mg/L at the sample scale,

\[
\Delta C_{Cl^-} = 3.19 \cdot \Delta \sigma_f
\]

where \( \Delta \sigma_f \) is the change in fluid electrical conductivity from the background as measured using a handheld Orion specific conductance meter. The linear regression had an \( R^2 = 0.98 \). The estimated chloride concentration was used to calculate the NaCl concentration of the fluid samples. Temperature effects are negligible and are not considered in this study.

[20] The presence of solid media also affects the relation between electrical conductivity and solute concentration. We used Archie’s law, based on changes, in which

\[
\Delta \sigma_f = F \cdot \Delta \sigma_b
\]

where \( \Delta \sigma_b \) is the change in bulk electrical conductivity from the background in mS/m, and \( F \) is the ununitless formation factor. The formation factor has been defined in the literature in various ways [Wyllie and Rose, 1950; Archie, 1952; Winsauer et al., 1952] but was originally defined as

\[
F = n^{-\zeta}
\]

in which \( n \) is the effective porosity and \( \zeta \) is the cementation exponent, which is related to connectedness of pore space [Guyod, 1944] and is generally less than 2 for poorly cemented materials [Keller and Frischknecht, 1966]. Colocated measurements of fluid and bulk ERT electrical conductivity and the multilevel sampler location in the field gives a formation factor of 5, which would indicate a value of \( \zeta \) from 1.3 to 1.7 depending on the effective porosity, which is ~0.28 based on analysis of solute breakthrough at the pumping well. Because there are no extensive data for effective porosity at our 10 m by 14 m experimental site, we use the mean value estimated tracer breakthrough. As commonly practiced, spatial variations were necessarily neglected. If the formation factor, used in (7), varies in space associated with changes in effective porosity or cementation exponent, the relative change in local bulk electrical conductivity can still be interpreted as an absolute change in concentration provided that surface conduction can be neglected and the background fluid electrical conductivity is relatively constant [Kemna et al., 2002]. However, an incorrect estimate of the effective porosity will of course affect the estimated mass value.

3.4. Moment Analysis

[21] For this analysis, 3-D spatial moments were calculated from the ERT tomograms according to

\[
M_{ijk}(t) = n \int \int \int \Delta C(x, y, z, t) x^i y^j z^k dxdydz
\]

where

- \( M_{ijk} \) the spatial moment of interest;
- \( i, j, k \) exponents with values 0 to 2, whose value(s) depend on the particular moment of interest;
- \( n \) the effective porosity, assumed constant;
- \( \Delta C \) the ERT-estimated change in concentration, where the background bulk electrical conductivity has been removed;
- \( x, y, z \) Cartesian coordinates;
- \( dx, dy, dz \) the voxel dimensions in the \( x, y, \) and \( z \) directions;
- \( \Gamma \) the test domain within the volume of interest.

The zeroth moment, \( M_{000} \), is the mass in the system. The first moment (\( M_{100}, M_{010}, M_{001} \)) normalized by the mass, defines the center of mass of the tracer in each principal direction. The variance or covariance of the tracer plume is related to the second spatial moment (8) (\( M_{200}, M_{020}, M_{002}, M_{110}, M_{101}, M_{011} \)), center of mass, and tracer mass. For example, in the direction of transport,

\[
\sigma_X^2 = \frac{M_{200}}{M_0} - \left( \frac{M_{100}}{M_0} \right)^2
\]
whereas the spatial covariance in the X-Y plane is defined as
\[ \sigma_{XY}^2 = \frac{M_{10} M_0}{M_0} - \left( \frac{M_{10} \cdot M_{010}}{M_0^2} \right) \]  

as highlighted by Liu et al. [2004]. Estimates of the dispersion coefficient, \( D \), are related to the second spatial moment [Aris, 1956], such that
\[ D = \frac{1}{2} \frac{\partial \sigma^2}{\partial t}. \]

4. Solute Transport and Electrical Flow Simulations

[24] Prior to conducting the field experiment, we used numerical simulation to calculate the spatial moments we expect to see in the field using ERT. Two types of simulation models were employed. First is advective-dispersive transport simulation to represent expected plume behavior. Second is electrical flow modeling and tomographic inversion, which mimics the ERT data collection and imaging process. The numerical simulations were created considering the realities of expensive fieldwork and data collection; in practice there are budgetary and logistical limitations in field surveys that limit the number of wells. Needing few monitoring wells is one of the presumed virtues of cross-well tomography. Consequently, we create synthetics using 4 ERT wells and surface electrodes. Additionally, continuous automated ERT data collection was limited to 6300 total data points, reciprocals included, for each snapshot of the plume. There were 60 ERT snap shots in all. Collecting more data to detect the migrating plume would have resulted in additional temporal smearing when the snapshot was analyzed.

[25] By simulating a tracer plume and then creating synthetic resistance data sets, hypothetical yet realistic tomograms were produced that should mimic the expected field results. We then took each tomogram and predicted the spatial moments of the idealized electrical conductivity field. These moments were then compared to the moments computed for the simulated tracer concentrations. The benefit of this synthetic tracer test is that it is completely controlled, yet the resulting ERT inversions of snapshots of these synthetics should mimic the field conditions well enough to provide insight into the field experiment.

4.1. Hydrogeophysical Simulation Approach

[24] The average behavior of the tracer transport for this field-scale tracer test and its affect on the geophysical signal were modeled through a five-step process of (1) steady state flow modeling using MODFLOW-96 [Harbaugh and McDonald, 1996], (2) tracer transport modeling with MT3DMS [Zheng, 1990; Zheng and Wang, 1999], (3) conversion of tracer concentration to bulk electrical conductivity following Archie’s law (6), (4) forward modeling of ERT based on (1), and (5) subsequent inverse modeling of the forward model resistances based on (2).

[25] The flow and transport model was based on the average properties at the MMR field site including an anisotropic homogeneous hydraulic conductivity. The details of the parameter values, conditions, and rates used in the models are listed in Table 1. Two constant head boundaries are implemented in the flow model 130 m respectively from the injection and pumping wells to produce the natural gradient of 0.001 measured in the field. The two boundaries perpendicular to transport are represented as no flow conditions, also a distant 130 m from the area of interest. The location of the transport model boundaries coincide with the flow model boundaries, and are constant concentration boundaries set at the mean NaCl background concentration of 65 mg/L.

[26] The tracer was injected over a depth interval extending from 7.0 to 22.2 m below ground surface in the injection well. An injection rate of 13.3 L/min and a pumping rate of 38.6 L/min were used for the entire duration of the test. The injection rate was varied with depth; the injection rate was higher near the top of the well than at depth as quantified from fluid conductivity measurements and electromagnetic induction logs in the injection well. The injection regime included 8 days of freshwater injection, with a concentration of 12 mg/L, followed by 9 hours of a conservative tracer, with a concentration of 2200 mg/L, and 20 days of freshwater. Without exact information on field porosities and expected dispersivities for this doublet tracer test, we ran numerous transport simulations with various porosities and dispersivities, and show in this work the simulation that best matched the concentration history measured in the pumping well during the field experiment. For the simulations shown here, the effective porosity was 0.28. The dispersivities that match the field data were approximately 1/2 the dispersivities observed by LeBlanc et al. [1991] and Garabedian et al. [1991] for a nearby natural-gradient tracer test. This is expected given that the natural gradient test has a transport scale of approximately 280 m, which is 28 times the well-to-well scale in this study, so our tracer test is indicative of a local-scale dispersivity value while the latter reflects a macrodispersivity for the entire field. Weak-doublet tracer tests have much lower dispersivities than those seen in natural gradient tests, especially when considering small well separations with respect to the heterogeneity [Tiedeman and Hsieh, 2004]. The estimated correlation length of ln (hydraulic conductivity) is 5 m [Hess et al., 1991] which is about one half of our interwell distance. As shown in Figure 3, the concentration history at the simulated pumping well closely matches the field data. From solute transport simulation, the maximum NaCl concentration at the pumping well is approximately 85 mg/L, which matches that measured in the field.
RESULTS AT FORTY DIFFERENT TIMES FROM THE TRANSPORT SIMULATION MODEL, RANGING FROM PRETRACER INJECTION TO 23 DAYS POSTINJECTION, WERE CONVERTED TO FLUID ELECTRICAL CONDUCTIVITIES THROUGH THE LINEAR RELATION BASED ON REGRESSION CALCULATED FROM THE FIELD SAMPLES (5). THE TRACER CONCENTRATIONS WERE CONVERTED TO FLUID ELECTRICAL CONDUCTIVITIES USING THE LINEAR REGRESSION BASED ON FLUID SAMPLES FROM THE MULTILEVEL SAMPLER AND THEN TO BULK ELECTRICAL CONDUCTIVITIES THROUGH ARchie’S LAW (6), DISREGARDING MATRIX CONDUCTION AND ASSUMING A FORMATION FACTOR OF 5.

The geometry of the 4 ERT wells in the synthetic models followed the configuration planned for the field experiment (Figure 2), with 24 electrodes per well, with 1-m separation between electrodes located at 7.0 to 30.0 m below ground surface. Using the same nodal mesh for inversion of the field data, the Poisson equation (1) was solved to obtain 3150 forward model resistances between four ERT wells. Adding no noise, the simulated resistances were treated as “observations” and were inverted to obtain the ERT-estimated electrical conductivities according to (3) with a homogeneous starting model, initially constant observation weights, a discretized second-derivative roughness filter, and error misfit criteria based on the average forward modeling errors. Solute mass based on the ERT inversions was calculated between snapshots using (8). Moments were calculated from the ERT inversions with and without surface electrodes.

An additional synthetic case was also run that was identical to that described above but also contained a surface resistivity array. Twenty-four surface electrodes were placed 1 m apart in two perpendicular lines between the ERT wells as shown in Figure 2, and 3200 forward model resistances were inverted to obtain maps of electrical conductivity through time.

4.2. Moments Estimated From Synthetic ERT Experiments

4.2.1. Zeroth Moment

The injected mass in the transport model, calculated using (8) after removing the mass from the background concentration, is 15.2 kg (Figure 4a). However, the total change in mass from the maximum to the minimum value is 20.4 kg, indicating that the tracer mass plus higher ambient concentration pore fluid were removed and replaced with lower concentration freshwater. The ERT estimated mass from the synthetic geophysical model without the surface electrodes shows a maximum injected mass of approximately 8.9 kg, or 59% of the actual mass injected into the system, and a change in the maximum-to-minimum concentration of 14.6 kg, or 72% of the total change (Figure 4b). This addition of a surface array does not materially change the mass estimates, improvements in mass associated with the surface array are on the order of 1%, as the water table is approximately 5.5 m below ground surface, and no surface-to-borehole measurements were collected due to expected time limitations on data collection.

Analysis of the ERT-estimated mass from the synthetic cases leads to two conclusions. First, mass estimates from the ERT show especially poor recovery at very early time when the tracer plume is near the injection well. Although there is generally better target recovery near the electrodes and a highly electrically conductive target should serve to channel current and increase the sensitivity in that area, least squares inversion with a discretized second-derivative model filter will produce a smooth final image. The magnitude of the electrical conductivity contrast between the background and the target plume may be affecting the mass recovery. Because the tracer plume is a small target with sharp boundaries, it is difficult for the inversion to recover accurately. The contrast in the electrical conductivities in the transport models at early time varies from approximately 50 mS/m at the center of the plume to 2.4 mS/m at the background. Additional synthetic ERT experiments using simplified cylindrical shapes of varying contrast confirmed that smoothly varying targets, or ones

![Figure 3](image-url) Concentration history at pumping well based on 3-D advective-dispersive transport simulation. Day zero corresponds to the start of the tracer test. The tracer was injected at the injection well beginning at time zero and continued for 9 hours. The elapsed time to peak arrival at the pumping well from the start of the injection period was approximately 9 days.

![Figure 4](image-url) (a) Mass in system based on advective-dispersive transport simulation. (b) Cumulative difference of ERT mass estimated from 3-D synthetic tomograms.
with gradational contrasts, will be better represented than targets with sharp boundaries when using a second derivative regularization filter. Second, in these synthetic examples, there is better mass recovery at later times during the tracer test, once the tracer has advected and dispersed away from the injection well. These results suggest that a low electrical conductivity contrast, if detectable, does not necessarily result in poorer ERT mass recovery than when a higher contrast exists.

4.2.2. First Moment

To accurately estimate the center of mass, the background concentration, 65 mg/L, was removed from the simulated aquifer and from the synthetic tomograms. The center of mass along the flow direction estimated by the ERT is compared to the center of mass of the tracer from transport simulation (Figure 5a). Results show that ERT-estimated velocity of the tracer matches the velocity from transport simulation with and without the presence of surface electrodes. At late times, the center of mass as estimated by the ERT is slightly ahead of the center of mass of the solute plume. This effect may be a function of regularization, which smoothes the resultant inversion around the detected target, and consequently may misrepresent the true location of the center of mass. By day 11, enough mass has been removed from the system by the pumping well that it is not detectable with the synthetic ERT inversions. In the transverse direction, the ERT accurately maps the center of mass along the center line at \( y = 5 \) m (Figure 5b) until day 11. The center of mass in the vertical direction remains constant around 16 m when only cross-well data are used, which is slightly below the center of mass of 14 m (Figure 5c) based on tracer transport simulation.

4.2.3. Second Moment

The spatial variance was determined by removing the background concentration from each ERT snapshot and then applying (8). The spatial variances estimated from ERT in this case are unreliable after day 11, when most of the mass has been removed from the system. In the x direction, parallel to transport, there is an increase in the ERT-estimated spatial variance through time parallel to flow between days 0 and 5 when no surface electrodes are used, which may reflect dispersive plume behavior (Figure 6a). The spatial variance increases over time in the direction of transport until the tracer plume is in the center of the ERT array around day 5, and subsequently decreases as the tracer moves toward the pumping well. This increase and decrease in spatial variance is greatly subdued when surface electrodes are used, as this change is likely a function of spatially variable sensitivity; in areas where the data sensitivity is low and the ERT image is smoother, the apparent spatial variance increases. For example, as the tracer is transported closed to the pumping well and the ERT well beyond it, the apparent spatial variance again decreases. From Figure 6 and equation (11), it is clear that estimates of the dispersion coefficient from cross-well ERT alone are too high at early time, and negative at later time as the ERT-estimated tracer plume refocuses near the pumping well as a function of increased resolution.

The ERT-estimated spatial variance remains constant through time in the Y and Z directions, perpendicular to transport (Figures 6b and 6c), likely as a function of reasonably consistent smoothing from regularization in these directions despite the fact that the transport simulations show increasing dispersivity values through time in these directions. The cross-covariance terms in X-Y and Y-Z are nearly zero in the transport simulations, and isotropic regularization does not impose a cross covariance in these directions for the ERT (Figures 6d and 6e). However, there is a small negative, cross-covariance value in X-Z, the plane parallel to transport, in the transport simulations. This is likely due to the variation in injection and pumping rates with depth (Figure 6f). The ERT does a reasonable job of detecting this proper tilt in the plume shape from day 5–10; prior to this time, the ERT cross covariance reflects a tilt in the plume opposite in direction to that observed in the transport simulation.

The spatial variance estimated by the ERT does not replicate exactly that seen in the transport model. This result is not unexpected, given that the ERT data were inverted using a discretized second-derivative model filter, which greatly smoothes the resultant inversions, and spreads the plume location more widely over the area of interest. Using the full covariance matrix, three-dimensional ellipsoids comparing the evolution of the plume from the transport
simulation to those estimated by the ERT were created (Figure 7). The ERT ellipsoids clearly show the overestimation in spatial variance by the ERT, and the change in tilt of the ERT-based plume through time associated with the X-Z cross covariance.

5. Field Experiment

Given the results from the simulations, we conducted a field experiment to estimate spatial moments of a nonreactive tracer in a sand and gravel aquifer. ERT was used to track the transport of the NaCl tracer within the region defined by four corner-point wells (F626A-D). In the field, the use of surface measurements was precluded by very high contact resistances, which did not allow us to drive current into the ground. We conducted a weak-doublet tracer test, in which fluid was continuously pumped at 38.6 liters per minute (L/min) from F626P while injecting continuously at 13.3 L/min from F626I. The tracer was injected over a depth interval extending from 7.0 to 22.2 m below ground surface at well F626I. A permeable tube was inserted into the injection well to evenly distribute the tracer. A weak doublet regime was chosen to ensure maximum capture of the tracer by the pumping well F626P. The pumping well was screened from 5.2 to 26.2 m below the ground surface (Figure 2).

Pumping and injection were carried out for an initial 8-day period to achieve a steady state flow regime. First, low electrical conductivity fresh water (\(s_f = 2.4\) mS/m, or 12 mg/L NaCl) was injected into the aquifer for 8 days. Once turned on, the pumping and injection wells continued to run for the duration of the experiment. After 8 days, a 2200 mg/L NaCl tracer (\(s_f = 470\) mS/m) was introduced at F626I for 9 hours. A total of 15.3 kg of NaCl were injected into the aquifer. Although the tracer solution was more dense than the native pore fluid (\(s_f = 15\) mS/m), density effects should be small because the high injection and even higher pumping rates forced flow to be horizontal, and because tracer dilution readily occurred after injection. We estimate horizontal groundwater flow velocity directly between the two wells to be 1.9 m/d under the forced gradient versus approximately 0.4 m/d under the natural

Figure 6. Spatial covariances calculated from analysis of the transport simulations and synthetic ERT inversions in the (a) x direction, parallel to flow, (b) y direction, horizontal perpendicular to the mean flow, and (c) z direction, vertical perpendicular to the mean flow direction and the (d) x-y cross covariance, map view, (e) y-z cross covariance, perpendicular to flow, and (f) x-z cross covariance, parallel to flow.
After the 9-hour tracer injection, freshwater injection was resumed for 20 days.

The mass in the system at any time is calculated given the injection and pumping rates, the tracer concentrations at F626I and F626P, and an estimate of the NaCl concentration in the upgradient area. Because of the spatially variable NaCl concentration in the pore water as a function of the sewage plume on site the initial NaCl mass in the system is unknown. We therefore consider changes in mass through time net of the initial mass in the system as given by

\[ M = \int Q_I C_I(t) \, dt + \int Q_B C_B(t) \, dt - \int Q_P C_P(t) \, dt \]  

where

- \( M \) the total mass in the system net of initial mass, in mg;
- \( Q_I \) injection well rate, in L/min;
- \( Q_P \) pumping well rate, in L/min;
- \( Q_B \) flow from the boundary that affects the tracer test, equal to \( Q_B \) - \( Q_I \), in L/min;
- \( C_I \) injection well concentration in mg/L;
- \( C_P \) pumping well concentration in mg/L;
- \( C_B \) concentration provided by the boundary, estimated to be 65 mg/L;
- \( t \) time from start of tracer test.

The upgradient native groundwater concentration required to estimate \( C_B \) is poorly constrained by the upgradient well data. Fluid measurements taken from the multilevel sampler, wells neighboring the F626 array, and F626P prior to tracer injection suggest that a mean of 65 mg/L NaCl is appropriate. However, the range of NaCl concentration values varies from 22 to 74 mg/L depending on where the measurements were collected with respect to the sewage contaminated area. Although the measurements of NaCl concentration are spatially variable, cessation of the upgradient sewage dumping occurred approximately 10 years prior to the tracer test, so temporal changes in NaCl concentration at the boundaries are likely minimal over the timescale of this tracer test.

Within the well cluster region all of the injected mass plus additional solute mass residing in the aquifer was pumped out. During the tracer test, we remove more mass than was initially injected because we also removed remnant pore fluid. The concentration history from F626P shows a broad peak with a maximum concentration on the 10th day after injection (Figure 8). Breakthrough occurred 5.5 days after injection. The maximum NaCl concentration at the pumping well is approximately 85 mg/L, only 1/25th of the initial concentration of the injected tracer, a consequence of dispersion and dilution. The concentration drops beneath the background level of 65 mg/L due to the injected
freshwater chaser, and does not reach a steady value before the end of the data collection. Given the injection and pumping rates, the freshwater concentration, and an estimated background NaCl concentration of 65 mg/L, the NaCl concentration at the pumping well should plateau around 47 mg/L for this doublet test, compared to the 49 mg/L last measured from F626P.

Before the start of the tracer test and prior to the injection of the freshwater tracer, a complete ERT data set was collected to provide the initial condition. Wells F626A, B, C, and D were each instrumented with 24 electrodes with 1-m separation, for a total of 96 electrodes. The electrodes used in the ERT survey were temporarily emplaced beneath the water table from 7.0 to 30.0 m below ground surface. Flexible well liners were inserted in the ERT wells after the electrode cables to prevent the well bore from acting as a hydraulic conduit; current injected between electrodes would preferentially travel in the well bore without this precaution. High contact resistance on site prevented the collection of surface resistivity data.

Approximately 1000 resistance measurements were collected each hour using an IRIS R1 resistivity meter. Each complete 3-D ERT data set was collected over 6 hours and consisted of 3150 unique resistance measurements as well as 3150 reciprocal measurements [Binley et al., 1995]. These resistance data were collected using a dipole-dipole configuration that combined current and potential dipoles that were in the same well and also split across two wells, as used in the synthetic ERT experiment. Source pairs were located in all 4 wells at multiple locations in depth. Given an average hydraulic conductivity of 100 m/d, effective porosity of 0.28, and an estimated pumping/injection hydraulic gradient of 0.0055, the tracer moved approximately 0.5 m during each 6-hour snapshot. Three 3-D data sets were collected each day for 20 days following the injection, for a total of 60 3-D data sets. In total, there were over 180,000 resistance measurements. Data with reciprocal errors larger than 5% were removed from the data sets prior to inversion.

In addition to the tracer test, a pumping test and an infiltration experiment were conducted. The pumping test was conducted in F626P at pumping rate of 37.5 L/min, and the changes in head were measured at six neighboring wells within the array. Observed steady state occurred within 60 seconds given the highly permeable material and close proximity of the wells. The drawdown in F626P was approximately 1.8 cm, and the drawdown at the nearest well, F626C, was about 4.4 mm. Using the confined Theim equation [Thiem, 1906] the estimated hydraulic conductivity was 102 m/d near F626P.

The infiltration experiment was conducted during the tracer test using the water from the pumping well, which was diverted to a shallow excavation approximately 36 m from the nearest ERT well. Steady infiltration through a uniform incipient ponded area (less than 2 cm deep) was observed after 10 minutes, and the ponded area was observed to be stable for days. The measured infiltration area was approximately 1.1 m². Dividing the value discharged to the excavation, 37.5 L/min, by the infiltration area yields the infiltration rate. On the basis of saturated vertical flow under unity hydraulic gradient the vertical hydraulic conductivity is estimated to be ~50 m/d.

6. Results of Field Experiment

6.1. Snapshot Tomograms Showing Tracer Migration

Each resistance data set was inverted to create a tomogram that was subtracted from the preinjection regime tomogram. The sequence of these differenced tomograms shows changes in 3-D electrical conductivity (Figure 9). The tomograms clearly reflect the 3-D movement of the saline tracer through the aquifer over time. Inverting differenced data, rather than differencing post-inversion, is often preferred because systematic errors from the field and discretization errors in the forward modeling cancel [Daily and Owen, 1991; Labrecque and Yang, 2000]. In this work, we found little difference between postprocessed tomograms and pre-differenced tomograms. For each inversion, a rectangular prismatic finite element mesh with approximately 158,000 nodes and 149,100 elements was used. In the finite element mesh, resistivities are interpolated between nodes. Of the total elements considered in the inversion, only 26,000 elements are in the area of interest, which is 14 × 10 × 30 m. The elements in this area are 0.5 m on a side. Although inversion of multiple 2-D image planes would be more computationally efficient, full 3-D ERT inversion is necessary to accurately estimate spatial moments because the electrical current is dependent on 3-D electrical conductivity structure.

The ERT data set collected before the tracer test, prior to the freshwater injection, is difficult to use as a representative initial condition of a tracer-free aquifer for analyzing temporal changes in solute mass. The field site has spatially variable fluid electrical conductivity prior to tracer injection due to the presence of the remnant sewage plume. In addition, the introduction of freshwater into the aquifer, which had lower total dissolved solids than the in situ pore fluid, is clearly seen in the tomograms, although we cannot quantify the extent or mass of the freshwater from the tomograms alone. Consequently, the background (nontracer region) itself is time varying. As discussed presently, we estimate only the changes in tracer mass.
through time by analyzing difference between subsequent snapshots.

6.2. Spatial Moments of Plumes Appearing in Tomograms

6.2.1. Zeroth Moment

Using (8), changes in ERT-estimated mass in the system between snapshots were calculated. Changes between snapshots were inspected because the initial mass is unknown. We adopted the convention that preinjection baseline mass is assigned a value of zero, and positive values reflect mass added by tracer injection. Figure 10 displays a subset of images of temporal changes in mass based on zeroth moment analysis of the tomograms. These maps are plan view plots of the vertically summed change in mass calculated from the 3-D ERT inversions. Each change in mass plot is estimated from two sequential ERT inversions, separated in time by approximately 1 day. After day 11, there are no meaningful visible changes in electrical conductivity between days. Anomalous well bore effects do not entirely difference out, and are apparent at the four corner-point ERT wells in Figure 10 [Osiensky et al., 2004].

At early time, the tracer, shown in red as a positive change in mass, enters the system around F6261, on the left hand side of each image. Between days 3 and 5 after injection, the tracer plume is centrally located with respect to the electrodes, in an area of low sensitivity, and is therefore difficult to detect. The tracer is pumped from the aquifer between days 5.5 to 12 (Figure 8); the center of the tracer mass thus moves toward the pumping well and right-hand ERT well F6262C, and is increasingly better imaged. The injected freshwater also appears in the mass estimates as a negative change in mass (blue), which is correctly imaged both ahead of and behind the tracer itself. The freshwater tracer does not cancel out after differencing because it migrates over time in the induced flow field. After day 14, the tracer has been extracted at the pumping well and the changes in the images are minimal.

The net ERT-estimated mass calculated from the changes shown in Figure 10 is compared to the actual tracer mass in the system estimated from injection and pumping well concentration histories (Figure 11). The ERT images display a slower increase in mass at early time and an extended plateau when compared to the mass based on measured concentration data. Also, the magnitude of mass is greatly underestimated. The relative ERT-estimated mass in Figure 11a shows a maximum injected mass of only 1.1 kg and a maximum-to-minimum mass change of approximately 5.2 kg, approximately 25% of the expected change in the NaCl mass in the system of 20.4 kg (15.3 kg injected and 5.1 kg of background mass). The ERT maps correctly show that more mass was removed from the aquifer than injected, mimicking the actual history of mass removal.
At early time, the ERT greatly underestimates the mass in the system likely due to a combination of well bore artifacts and difficulty in inverting for small, concentrated objects. Between day 4 to day 10, the ERT consistently recovers approximately 10% of the true mass. At late time, after day 10, when the mass in the system is low and the ERT data become noisier with respect to the signal, ERT mass estimates are less reliable.

### 6.2.2. First Moment

Estimates of the center of mass are based on snapshots differenced from the background. We subtract off the background from each snapshot despite the relative inaccuracies in the background image. The center of mass in the direction of flow estimated from images based on ERT shows a steady increase extending from the injection well at \( x = 2 \) m toward the pumping well at \( x = 12 \) m until day 9 after injection (Figure 12a). After day 9, the estimated center of mass in the direction of flow pulls back toward the injection well, due to the appearance upgradient of higher electrical conductivity artifacts. In the horizontal direction transverse to flow, the center of mass remains fairly consistent along the line where the center of mass should appear: \( y = 5 \) m (Figure 12b). In the vertical direction, the elevation of the center of mass is fairly consistent, following a line at a depth of 11 m, until day 11, at which point it appears to sink. This is likely an artifact due to low ERT sensitivity at later time as the tracer mass is removed from the system (Figure 12c).

### 6.2.3. Second Moment

The spatial variance was determined by subtracting each snapshot from the background and then applying (8). In the direction of flow the variance is low at early and late times, and high between days 6 and 14 (Figure 13a). True spreading due to dispersion appears to be masked if not swamped by the affects of regularization. Once the tracer is centrally located, the spatial variance appears to increase due to the presence of well bore ERT artifacts. When the tracer is largely removed from the system, the spatial variance again decreases. The spatial variance in the direction transverse to flow remains approximately constant, which implies that the tracer, on average, remains equidistant between the ERT wells in the direction perpendicular to flow through time (Figure 13b). In the vertical direction, the variance remains constant until day 11, at which time it increases suddenly; again, likely an artifact of low sensitivity.

### 7. Comparison of Moments Estimated From Field and Synthetic ERT Experiments

Tracer mass is underestimated, both in the synthetic experiment and the field data, given the overparameterized inverse problem. This result is not surprising, given that fewer data are collected than parameter values solved for; given realistic ERT data (quantity and quality), the inversion method requires some sort of assumed smoothing, zonation, correlation structure, or other regularization. The use of a smoothing constraint precludes the ability to accurately estimate mass, and the results presented here are applicable to other overparameterized ERT inversions. Collecting additional data in the field was not possible given temporal constraints on obtaining snapshot ERT-based images and the high contact resistance in the field that prevented the collection of surface resistivity data.

Analyzing tracer mass, the mass recovery in the field is significantly worse than in the synthetic examples.
This increased underestimation is likely due to subpixel heterogeneity, which is not considered in the synthetic models. Such field heterogeneity can define the chemical migration and possibly lead to small-scale preferential flow paths that may not be detected by the ERT. It is tough to estimate the scale of heterogeneity that would not be detected by the ERT as the spatial resolution of the method is difficult to quantify because it is controlled by electrode geometry, measurement schedule, and electrical conductivity distribution [Daily and Ramirez, 1995]. However, it is clear that we are not able to resolve targets (local conductivity values) smaller than the grid spacing, which is in this case 0.5 m on a side. Because of the low resolution of ERT, small targets like isolated fingers that may occur in the field are unlikely to be captured. Data noise may also explain the poor mass recovery of the field data when compared to the synthetic examples: nonstatic errors associated with electrical noise or instrumentation drift that often plague field data can be difficult to quantify. The choice of error misfit criteria will affect the resultant ERT mass estimates.

Simulation results suggest that calculated change in mass from the ERT inversions is only approximately 50% of the known change in mass from transport simulation, given the average flow behavior of the aquifer as well as the parameterization and regularization used to evaluate the ERT data. On the basis of simulation, ERT-estimated tracer mass is more significantly underestimated when the target volume is small and contrast is high, conditions for which
tomographic inversion has difficulty. In the field experiment, only 25% of the change in tracer mass is recovered in the inversions. The simple conversion of electrical conductivity to solute concentration based on Archie’s law without consideration of spatially variable resolution drastically underestimated solute mass, due to spatially variable resolution and the choice of error misfit criteria used for inversion. However, in both the synthetic and field experiments, the timing of the breakthrough at the pumping well matches remarkably well with the ERT data and the center of mass is mapped well when the ERT is sensitive to the existence of the tracer.

Low resolution, spatially variable target recovery, the choice of error criteria, and the effects of regularization from reconstruction complicate the use of ERT to quantitatively estimate the movement of a tracer in three dimensions. An understanding of these effects is important to using geophysical data quantitatively in estimating hydrogeologic properties of interest. The issues presented in this work plague the estimation of other hydrogeologic parameter values from overparameterized cross-well geophysical inversions, and must be considered when attempting to use these inversions to obtain more than a qualitative description of subsurface properties. Methods for reparameterizing the inverse problem should be considered to avoid the effects of overparameterization and smoothing from regularization that can impact the quantitative estimates of hydrogeologic parameter values using geophysical data.
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