THE NONLINEAR DIRAC EQUATION IN BOSE-EINSTEIN CONDENSATES

by

Laith H. Haddad
A thesis submitted to the Faculty and the Board of Trustees of the Colorado School of Mines in partial fulfillment of the requirements for the degree of Doctor of Philosophy (Condensed Matter Theory).

Golden, Colorado
Date ______________________

Signed: ____________________
Laith H. Haddad
Thesis Advisor

Golden, Colorado
Date ______________________

Signed: ____________________
Dr. Lincoln D. Carr
Thesis Advisor

Golden, Colorado
Date ______________________

Signed: ____________________
Dr. Thomas E. Furtak
Professor and Head
Department of Physics
ABSTRACT

In this thesis, we study the theory of ultracold atoms in two-dimensional (2D) optical lattices, focusing in particular on honeycomb lattices, the same lattice geometry as in graphene. We study the case of a Bose-Einstein condensate (BEC) located at the Dirac points of the reciprocal honeycomb lattice, whose mean-field theory is described by the nonlinear Dirac equation (NLDE), analogous to the nonlinear Schrödinger equation (NLSE) for ordinary unconstrained BECs in three-dimensions (3D). Physically, the NLDE describes relativistic quasi-particles which travel at speeds 10 orders of magnitude slower than the speed of light, a feature which allows access to relativistic phenomena in the laboratory. We derive the NLDE in coordinate space and recover the same chiral structure and linear dispersion as for electrons in graphene, but from an intuitive microscopic lattice perspective. Symmetries of the NLDE are discussed in detail and compared with those of NLDEs found in the particle physics and mathematics literature. We determine the low-energy theory by deriving, then solving the relativistic linear stability equations (RLSE). These are the relativistic analogs of the Bogoliubov-de Gennes equations (BdGE) and describe quasi-particle fluctuations and their associated energy eigenvalues for a BEC near the Dirac point, or Brillouin zone edge, of a honeycomb lattice.

Foundational issues regarding the NLDE are explored, in order to better understand both the context of the NLDE in relation to the NLSE as well as in terms of spin statistics. We give a microscopic physical explanation for the transition from fundamental bosons to Dirac spinors. Similar to graphene, there is a Berry phase associated with rotations in the honeycomb lattice BEC, and we explain this feature in relation to the spin-statistics theorem. We explore reductions of the NLDE to the cubic NLSE with additional correction terms, and study symmetry breaking in this
model in addition to soliton and vortex solutions. By including all Dirac points of the honeycomb lattice, we find that the reduced NLDE maps to the nonlinear sigma model. Lagrangian and energy functional approaches are treated, which provide useful insights into the NLDE.

To place the NLDE on solid experimental ground, we define all relevant physical parameters and show how they relate back to those of ordinary BECs. We do this by deriving the parameter renormalizations which occur under dimensional reduction from 3D to 2D, in addition to the effect of the periodic honeycomb lattice. All of the constraints and approximations needed to observe the NLDE physics are delineated, and a consistent range of values is determined for all of our parameters. To realize NLDE physics along with relativistic vortex excitations, we propose a multi-step process using a spin-dependent lattice potential to turn off and on a mass gap, Bragg scattering to transfer condensed atoms to the Dirac points, and Gaussian and Laguerre-Gaussian laser beams to excite the vortices. The combined use of a spin-dependent lattice and Bragg scattering allows for the transfer of atoms to a zero-group velocity state at the Dirac point, resulting in a metastable non-equilibrium BEC removed from the lattice ground state.

Solitons in the NLDE are realized by tightening the harmonic trap in one of the planar directions, which produces either an armchair or zigzag pattern in the remaining spatial degree of freedom of the honeycomb lattice, similar to the geometry of graphene nanoribbons. We call the resulting (1+1)-dimensional NLDEs the armchair NLDE and zigzag NLDE, respectively; their solutions are isomorphic under a complex Pauli rotation. We obtain, by purely analytical means, an extended array of bright solitons. In addition, using a numerical shooting method we obtain the ground state and excited states for a gray line soliton in the presence of a weak harmonic potential. Confinement along the direction of the line soliton leads to spatially quantized states, and the resulting spectra for chemical potential versus particle interaction are com-
puted. Another important consequence of spatial confinement is the appearance of Klein-tunneling in regions where the potential becomes large. We give a detailed explanation of how Klein-tunneling occurs in the NLDE, and contrast this with systems described by the NLSE.

We find that quantized vortices occur in the full (2 + 1)-dimensional NLDE in any of seven possible types, distinguished by different combinations of phase winding number and asymptotic radial forms for each of the spinor components. We obtain analytical and numerical topological and non-topological vortex solutions for arbitrary phase winding number, which include skyrmion and half-quantum vortices, both characterized by a nontrivial pseudospin structure. In the case of unit phase winding, we obtain a singly wound vortex in one spinor component, and a soliton in the other component residing at the core of the vortex. These solutions are analogous to the coreless vortices studied in non-relativistic spinor BECs governed by the well-known vector NLSE. Similar to the case of solitons, we study our vortices in the presence of a radial confining potential, and determine the resulting spectra for the ground state and radial excited states for all of our vortices.

We have extended our study of localized solutions to the general case of a non-zero mass gap in the NLDE, which can be implemented in the honeycomb lattice using a variety of methods, but most readily by breaking the degeneracy between the A and B hexagonal sublattices of the honeycomb lattice. We derive a general method for translating solitons and vortices, embedded in the continuous spectrum, into the gap region, i.e., a mapping from embedded to gap-solitons. The presence of a gap in the spectrum allows for more general massive NLDEs. In particular, we uncover a mapping from a subspace of the NLDE to the massive Thirring model, an extensively studied integrable model, thus revealing a subspace of the NLDE possessing enhanced symmetry.
The first order corrections to mean-field theory are obtained via the RLSE. We derive the RLSE from first principles, by considering quantum fluctuations at each lattice site, then diagonalizing the resulting Hamiltonian and imposing the tight-binding and long-wavelength limits. We analyze the low-energy structure for the case of a uniform BEC by solving the RLSE to obtain quasi-particle coherence factors and frequencies, and find that quasi-particle emission has a distinctive Cherenkov directional and momentum signature when the BEC is displaced from the Dirac point. To add formal rigor to our results, we present a thorough analysis of Wannier expansions of the condensate wavefunction and quasi-particle states at the lattice level, and show that our results depend, to lowest order, on the quality of phase coherence from site-to-site and on a well defined local particle density. In the same vein, we study the mapping of local rotation, quantum, and unitary operators in the honeycomb lattice from the lattice scale to the continuum limit, and obtain the result that discrete rotation matrices acting on the lattice map to $SU(2)$ operations in the continuum limit. Application of the RLSE to soliton and vortex states yields spatial structure for quasi-particle functions, highly localized around the soliton peaks, or dips, and near the vortex cores. The RLSE reveal Nambu-Goldstone modes associated with symmetry breaking. We find that, for the case of a BEC of $^{87}\text{Rb}$ atoms, most solitons and vortices are stable over the lifetime of the BEC.

The full many-body Hamiltonian for bosons near the Dirac points of the honeycomb lattice is derived in detail in both the linear and quadratic momentum approximations using nearest neighbor hopping for both derivations. The linear part of the Hamiltonian describes the full quantum mechanical theory for excitations closest to the Dirac points, and is identical to the Hamiltonian for massless Dirac fermions. The next order correction describes quantum excitations with quadratic dispersion associated with bending of the Dirac cone away from the Dirac points.
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“Look for the stars, you’ll say that there are none;
Look up a second time, and, one by one,
You mark them twinkling out with silvery light,
And wonder how they could elude the sight! ”

-William Wordsworth
CHAPTER 1
INTRODUCTION

Since the earliest experiments with laser cooling of atoms and in particular with the creation [1–3] of the first Bose-Einstein condensate (BEC),\(^1\) we have seen an explosion of theoretical and experimental work in the field of cold atomic gases [4–18]. Contributions have come from a diverse array of fields in theoretical and experimental physics, physical chemistry, and applied mathematics [19]. Major areas of impact include nonlinear optics [20–22], physics of the Bose-Einstein condensate to Bardeen-Cooper-Schrieffer superconductivity crossover (BEC-BCS) [23–25], and the dynamics of quantum vortices [26–29]. Advances in the engineering of trapped cold atoms in optical lattices have extended our reach into such exotic aspects of matter as topological insulators, spintronics, and meta-materials. On the mathematics side, our understanding of nonlinear partial differential equations, rooted in mathematics as well as in nonlinear physics, has been vigorously stimulated by the increased interest in BECs [30–32]. As a product of the strong interdisciplinary nature of these topics and the increased ability to manipulate atoms, a new unifying theme is gradually emerging. This is the study of condensed matter and particle physics analogs or simply quantum analogs: the modeling of foundational problems in physics using constructions of cold atomic gases [8, 33, 34].

Several developments have made it easier to explore these analogies. For example, with the construction of optical lattices we are now able to model a wide range of condensed matter systems [5, 8]. We can control impurities to a degree not possible in experiments with ordinary crystals. Precise Feshbach resonance tuning allows us

\(^1\)The 2001 Nobel prize for physics was awarded for the discovery of the BEC to Carl Wieman and Eric Cornell at the University of Colorado at Boulder NIST-JILA lab, and to Wolfgang Ketterle at Massachusetts Institute of Technology.
to control the sign, strength, and symmetry of atomic interactions [35]. A variety of periodic systems of ultracold bosonic [36] or fermionic [37] atoms and molecules have been constructed via optical lattices. Spinor condensates which rely on the hyperfine structure of alkali atoms to create a macroscopic pseudospin, are particularly relevant to our work and provide a practical method for constructing multi-component BECs with interesting topologies [38–44]. Such condensates were first realized experimentally for the upper and lower hyperfine states of $^{87}\text{Rb}$ atoms [9, 45], and soon followed for the case of three hyperfine orientations $m_F = 1, 0, -1$ for the $F = 1$ ground state of sodium [10, 46]. In particular, for the case of $^{87}\text{Rb}$, the angular momentum of the nucleus, $I = 3/2$, and the outer electron, $J = 1/2$, allow for two possible values of the total angular momentum $F = 1, 2$. When the various hyperfine states labeled by the $z$-components $m_F$ are weakly coupled, this gives rise to interpenetrating superfluids [45, 47].

Our work on BECs in honeycomb lattices connects to important contemporary topics in fundamental and applied physics. In 2004, the first stable monolayer of graphite, graphene, was realized in the laboratory [48–51]. The creation of graphene is an exciting new development for two reasons. First, from a technological standpoint its electronic spectrum allows for high mobility of charge carriers, making graphene a good candidate for future replacement of silicon in computing technology. Moreover, at low energies, graphene’s honeycomb lattice structure and linear dispersion means that charge carriers are chiral and propagate as massless Dirac fermions at an effective speed of light $c_{\text{eff}} = v_F \simeq c/300$, where $v_F$ is the Fermi velocity. In contrast, we show that a BEC in a honeycomb lattice exhibits relativistic Dirac physics at a velocity 10 orders of magnitude slower than the speed of light. This gives us tabletop access to slow relativistic quantum phenomena [52].

---

2The 2010 Nobel prize for physics was awarded to Andre Geim and Konstantin Novoselov at the University of Manchester for their work in isolating flakes of graphene.
The problems which we explore in this thesis were inspired by the condensed matter/particle physics connection and involve theoretical studies beginning with the optical lattice counterpart of graphene in which ultracold bosonic atoms replace electrons, but retaining graphene's characteristic honeycomb lattice. We obtain the same result as that found in the graphene literature [53, 54], namely that the bipartite structure of the lattice induces a chiral structure on the order parameter as well as reproducing the linear Dirac dispersion [52]. This similarity to graphene is purely due to the honeycomb lattice geometry. However, a significant difference in our case is that, by including contact interactions for bosons, we have obtained a nonlinear Dirac equation (NLDE) for the BEC order parameter.

Our model is an ideal starting point for bridging condensed matter systems to various phenomenological models where Dirac fermions can be strongly coupled to other fields or to themselves, as well as gaining a deeper understanding of the fundamental distinction between bosons and fermions. Our studies take place specifically within the context of soliton and vortex solutions of the NLDE. Nonlinear Dirac theories have been used to describe such exotic phenomena as low energy fermions at the intersections of D-branes in string theory using Jona-Lasinio and Gross-Neveu models [55, 56]. These are phenomenological QCD models in that asymptotic freedom and dynamical mass generation are generic features. Other examples include BCS theory with mediating phonons integrated out, weak interactions in the Standard Model and the study of the renormalization of quantum field theories in the large $N$ limit.

In this introduction, we present several topics which provide important background material key to understanding and motivating the work in this thesis. In Sec. 1.1, we review the basic idea behind mean-field theory, a paradigm which is central to the NLDE. In particular, we review the nonlinear Schrödinger equation which is fundamentally connected to the NLDE. Bogoliubov theory is another foundational topic which underlies our work. In Sec. 1.2, we review the motivating assumptions
and physical results obtained through Bogoliubov’s method. The physical results presented in this thesis pertain to 2D systems, or to quasi-1D systems. In Sec. 1.3 we explain how dimensional reduction takes place from both the physical as well mathematical perspective. In Sec. 1.4, we review BECs in 2D systems through concepts such as superfluidity and the BKT transition, as well as concepts fundamental to optical lattice cold atoms, such as the Bose-Hubbard model. In Sec. 1.5, we discuss interactions of cold atoms in magnetic fields and optical lattices. In Sec. 1.6, we review the basics of Dirac theory and present some history and motivation behind the nonlinear Dirac equation. In Sec. 1.7, we provide a context for the NLDE as it occurs in optical lattices. In Sec. 1.8, we look at some contemporary fields of research in optics and applied mathematics where the NLDE plays a key role. In Sec. 1.9, the approximations and constraints needed to observe NLDE physics are discussed. Finally, methods for obtaining vortex and soliton solutions of the NLDE are outlined in Sec. 1.10.

1.1 Mean-field Theory and the Nonlinear Schrödinger Equation

The standard approach to mean-field theory was originally developed by Bogoliubov in 1947, and then Gross and Pitaevskii (1961) [57–59]. A succinct explanation is provided in Ref. [27]. The mean-field approach provides a useful paradigm for computing the properties of a Bose gas when most of the particles are in the ground state of the system, i.e, under BEC conditions with minimal depletion. To develop mean-field theory for bosons, one starts from the full many-body Hamiltonian for interacting bosons under the approximation of contact interactions, appropriate to low energy s-wave scattering,

\[
\hat{H} = \int d\mathbf{r} \hat{\psi}^\dagger(\mathbf{r}) \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(\mathbf{r}) \right] \hat{\psi}(\mathbf{r}) + \frac{1}{2} \frac{4\pi \hbar^2 a_s}{m} \int d\mathbf{r} \hat{\psi}^\dagger(\mathbf{r}) \hat{\psi}^\dagger(\mathbf{r}) \hat{\psi}(\mathbf{r}) \hat{\psi}(\mathbf{r}), \tag{1.1}
\]
where $\hat{\psi}^\dagger$ ($\hat{\psi}$) represents the field operator which creates (destroys) a particle at the spatial point $\mathbf{r}$, $V_{\text{ext}}$ is an external potential, and $a_s$ and $m$ are the s-wave scattering length and mass for the constituent bosons. The field operator in Eq. (1.1) pertains to bosonic atoms, so that the bosonic commutation relations apply,

$$\left[\hat{\psi}(\mathbf{r}), \hat{\psi}^\dagger(\mathbf{r}')\right] = \delta(\mathbf{r} - \mathbf{r}').$$

(1.2)

We will see that in our work $V_{\text{ext}}$ is the periodic lattice potential throughout the thesis, plus an additional harmonic trap in Chapters 7 and 8. The time evolution of the field operator $\hat{\psi}$ is obtained according to the Heisenberg prescription $i\hbar \partial \hat{\psi} / \partial t = [\hat{\psi}, \hat{H}]$, whereby one obtains the equation of motion

$$i\hbar \frac{\partial}{\partial t} \hat{\psi}(\mathbf{r}, t) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(\mathbf{r}) \right] \hat{\psi}(\mathbf{r}, t) + \frac{4\pi\hbar^2 a_s}{m} \hat{\psi}^\dagger(\mathbf{r}, t) \hat{\psi}(\mathbf{r}, t) \hat{\psi}(\mathbf{r}, t),$$

(1.3)

where we have used the bosonic field commutation relations for $\hat{\psi}$ in Eq. (1.2). The field operator is then expressed as a sum of condensate and noncondensate particle operators

$$\hat{\psi}(\mathbf{r}, t) = \hat{\Psi}(\mathbf{r}, t) + \hat{\varphi}(\mathbf{r}, t),$$

(1.4)

where $\hat{\Psi}$ represents the condensate and $\hat{\varphi}$ the non-condensate part.

At this point one assumes a dilute Bose gas so that most of the particles are in the ground state condensate, i.e., that $N - N_0 \ll N$, where $N$ is the total number of particles and $N_0$ is the number of particles in the condensate. Assuming weak interactions, the condensate can then be approximately represented by a classical field instead of a quantum operator due to $U(1)$ symmetry breaking and an approximate coherent state.$^3$ Thus we can replace the operator $\hat{\Psi}(\mathbf{r}, t)$ by a complex scalar function, namely the expectation value $\Psi(\mathbf{r}, t) \equiv \langle \hat{\Psi}(\mathbf{r}, t) \rangle$. Taking the expectation value

---

$^3$Here we do not consider a perfect coherent state as such states do not conserve particle number [60].
of Eq. (1.3) and using the mean-field decomposition [61] for products of operators
\( \langle \ldots \hat{\psi}^\dagger \ldots \hat{\psi} \ldots \rangle = \ldots \langle \hat{\psi}^\dagger \rangle \ldots \langle \hat{\psi} \rangle \ldots \), Eq. (1.3) becomes

\[
i \hbar \frac{\partial}{\partial t} \Psi(r, t) = \left[ -\frac{\hbar^2}{2m} \nabla^2 + V_{\text{ext}}(r) \right] \Psi(r, t) + \frac{4\pi \hbar^2 a_s}{m} |\Psi(r, t)|^2 \Psi(r, t).
\]

Equation (1.5) is the Gross-Pitaevskii equation (GPE), or nonlinear Schrödinger equation (NLSE) [58, 59] for the evolution of the complex function \( \Psi(r, t) \) with cubic nonlinearity, interacting with the external potential \( V_{\text{ext}}(r) \).

When dealing with excitations of a Bose gas in the ground state of a lattice, we require a discrete version of Eq. (1.5), the discrete nonlinear Schrödinger (DNLS) equation [62]. The nature of the DNLS can be pedagogically demonstrated for the case where \( V_{\text{ext}}(x) = V_{\text{lat}}(x) \) is a one-dimensional periodic lattice potential, and for the moment we ignore the other two spatial dimensions \( y, z \). The mean-field wavefunction can then be expanded in terms of Bloch functions, \( \Psi_{k,\alpha}(x) = e^{ikx} u_{k\alpha}(x) \), where \( k \) is the Bloch wavevector and \( \alpha \) refers to the energy band, or alternatively in terms of Wannier functions which are localized functions around the lattice sites. Defined explicitly in terms of Bloch functions, the Wannier functions which we take to be real are

\[
w_{n\alpha}(x - nL) = \sqrt{L/2\pi} \int_{-\pi/L}^{\pi/L} dk \Psi_{k\alpha}(x)e^{-inkL},
\]

where \( L \) is the period of the potential and \( n \) refers to the \( n^{th} \) lattice position. These functions form a complete orthonormal set so that any solution of the NLSE can be expressed as \( \Psi(x, t) = \sum_{n\alpha} c_{n\alpha}(t)w_{n\alpha}(x) \). Upon substitution into the NLSE, multiplying through by \( w_{n\alpha} \) and integrating over \( x \) gives the result
\[
\frac{i\hbar}{dt} c_{n\alpha} = -\frac{\hbar^2}{2m} \sum_{n_{1\alpha_1}} c_{n_{1\alpha_1}} \int dx \, w_{n_{\alpha_1}} \frac{d^2}{dx^2} w_{n_{1\alpha_1}} + \sum_{n_{\alpha_1}} c_{n_{1\alpha_1}} \int dx \, w_{n_{\alpha_1}} V_{\text{lat}} w_{n_{1\alpha_1}} \\
+ g \sum_{n_{1n_2n_3\alpha_1\alpha_2\alpha_3}} c_{n_{1\alpha_1}}^* c_{n_{2\alpha_2}} c_{n_{3\alpha_3}} \int dx \, w_{n_{\alpha_1}} w_{n_{1\alpha_1}} w_{n_{2\alpha_2}} w_{n_{3\alpha_3}},
\]

where the interaction strength is defined as \( g \equiv 4\pi a_s \hbar^2/m \). If we consider only nearest-neighbor interactions where the potential wells at the lattice sites are deep and well localized around each site, then \( w_{n\alpha} \) and its second derivative are large only near each site. Restricting the sums to the same band \( \alpha \), we obtain the DNLS in the tight-binding limit,

\[
\frac{i\hbar}{dt} c_{n\alpha} = (1.8) \langle n, \alpha | H_0 | n, \alpha \rangle c_{n\alpha} + \langle n, \alpha | H_0 | n+1, \alpha \rangle (c_{n+1\alpha} + c_{n-1\alpha}) + g W_{\alpha\alpha\alpha\alpha} | c_{n\alpha} |^2 c_{n\alpha},
\]

where the kinetic, lattice potential, and interaction overlap integrals are encapsulated in the coefficients of the amplitudes \( c_{n,\alpha} \) in Eq. (1.9) using the definitions

\[
H_0 = -\frac{\hbar^2}{2m} \frac{d^2}{dx^2} + V_{\text{lat}}(x), \quad W_{\alpha\alpha_1\alpha_2\alpha_3} = \int dx \, w_{n_{\alpha_1}} w_{n_{1\alpha_1}} w_{n_{2\alpha_2}} w_{n_{3\alpha_3}}.
\]

Interesting applications of the DNLS can be found in Ref. [63].

1.2 Bogoliubov Theory

Mean-field theory can be improved by incorporating quantum fluctuations as a perturbation. In particular, the Bogoliubov method [57] starts from Eq. (1.4), then substitutes the mean-field for the condensate operator \( \hat{\Psi} \), where the noncondensate term represents small quantum fluctuations around the mean-field. Retaining the small operator term \( \hat{\varphi}(r) \) in Eq. (1.4) as an addition to the mean-field component, is called the Bogoliubov shift [64], and reflects the assumption that the condensate is the dominant part of the wavefunction. From Eqs. (1.2)-(1.4), we see that the
bosonic nature of $\hat{\psi}(\mathbf{r})$ implies the commutation relation $[\hat{\phi}(\mathbf{r}), \hat{\phi}^\dagger(\mathbf{r'})] = \delta(\mathbf{r} - \mathbf{r'})$, for the fluctuations. Next, the mean-field limit of Eq. (1.4) is substituted into the full many-body Hamiltonian, Eq. (1.1), wherein we neglect terms beyond second order in $\hat{\phi}(\mathbf{r})$, consistent with the assumption of small depletion of the condensate. Moreover, the terms first order in the operator are eliminated by the fact that the mean-field satisfies the NLSE. Thus, Eq. (1.1) reduces to a quadratic form in $\hat{\phi}(\mathbf{r})$, which is then diagonalizable by a convenient unitary transformation. This step is called the canonical Bogoliubov transformation, and has the general form $\hat{\phi}(\mathbf{r}) = \sum_j [u_j(\mathbf{r}) \hat{\alpha}_j - v_j^*(\mathbf{r}) \hat{\alpha}_j^\dagger]$, where the summation is over momentum states $j$, and the spatial functions $u_j$ and $v_j$ will depend on the profile of the condensate $\Psi(\mathbf{r})$. The operators $\hat{\alpha}_j(\mathbf{r})$ and $\hat{\alpha}_j^\dagger(\mathbf{r})$ have a physical interpretation as quasi-particle and quasi-hole operators [65].

The particle-hole picture derives naturally from the fact that the interacting ground state is a superposition of single-particle states covering a spread in momentum values subject to momentum conservation. This is true because the ground state is formed out of momentum-conserving interactions. A full treatment for general nonuniform $\Psi(\mathbf{r})$ can be found in Ref. [66]. Requiring unitarity forces a normalization condition and completeness relations on $u_j$ and $v_j$,

$$\sum_j [u_j(\mathbf{r}) u_j^*(\mathbf{r'}) - v_j^*(\mathbf{r}) v_j(\mathbf{r'})] = \delta(\mathbf{r}, \mathbf{r'}) , \quad (1.10)$$
$$\sum_j [u_j(\mathbf{r}) v_j^*(\mathbf{r'}) - v_j^*(\mathbf{r'}) u_j(\mathbf{r'})] = 0 , \quad (1.11)$$
$$\sum_j [u_j^*(\mathbf{r}) v_j(\mathbf{r'}) - v_j(\mathbf{r}) u_j^*(\mathbf{r'})] = 0 , \quad (1.12)$$

where the prime notation on the summation indicates exclusion of the ground state. Equations (1.10)-(1.11) are key conditions when diagonalizing the Hamiltonian. The Bogoliubov rotation mixes the Fourier terms in the plane-wave expansion of $\hat{\phi}(\mathbf{r})$, so
that the quantum aspect of the interactions in Eq. (1.1) get absorbed into the collective quasi-particle excitations. This is evident by examining the final transformed Hamiltonian

\[ \hat{H} = \int d\mathbf{r} \Psi^*(\mathbf{r}) \left[ \hat{H}_0 - \mu + \frac{g}{2} |\Psi(\mathbf{r})|^2 \right] \Psi(\mathbf{r}) - \sum_j E_j \int d\mathbf{r} |v_j(\mathbf{r})|^2 + \sum_j E_j \hat{\alpha}_j^\dagger \hat{\alpha}_j \tag{1.13} \]

The first term is the mean-field contribution, the second term is a correction to the mean-field theory, and the third term is the quantum contribution from the quasi-particle excitations. Note that at finite temperature additional terms will appear in Eq. (7.111), as Bogoliubov theory treats the particular regime \( T \ll T_c \) where temperatures are well below the critical temperature for BEC. In Chapter 5 of this thesis, we provide a rigorous proof of the discussion in this section. A good introduction to Bogoliubov theory and symmetry breaking can be found in Ref. [67].

1.3 Reduction from Three Dimensions to Two Dimensions

In this thesis, we study BECs in quasi-2D systems [68, 69]. In a realistic setting, this means that the BEC is tightly confined in one direction and loosely confined in the other two directions. More precisely stated, we require magnetic trapping along the \( z \)-direction to be such that excitations along this direction have much higher energy, by at least an order of magnitude, compared to the lowest excitations in the \( x \) and \( y \)-directions. A fundamental part of our work involves calculating the precise renormalization of all the relevant physical parameters when transitioning from the standard 3D BEC to a 2D system. Note that in addition to this step, we must also account for a renormalization due to the presence of the optical lattice potential, which introduces an additional length scale from the lattice constant. Thus, we work out the full physical picture in 2D, confident that any point in a particular calculation we can map back to the 3D system.
Strict confinement in the $z$-direction demands a clear separation between the characteristic length scales associated with the interaction $g$, the average particle density $\bar{n}$, and the width of the BEC in the $z$-direction $L_z$. Note that throughout this thesis we consider only the case where $g > 0$. The separation of length scales is expressed in the inequality $a_s \ll L_z \lesssim \xi$, where the transverse oscillator length is determined by the oscillator frequency through $L_z \equiv (\hbar/M\omega_z)^{1/2}$, and the mass $M$ of the individual particles. The healing length in the BEC sets the upper bound and is defined as $\xi \equiv (8\pi\bar{n}a_s)^{-1/2}$. Note that two length scales appear here: one is the scattering length $a_s$ and the other is the healing length $\xi$, which incorporates the particle density $\bar{n} \equiv N/V$, where $N$ is the number of particles in the system and $V$ is the corresponding volume. A second condition is that the size of the condensate along the large directions, defined by a radius $R$, is much larger than the transverse direction $L_z$, $R \gg L_z$, which for low temperatures and low energy stationary states and dynamics, forces any accessible momentum states to lie only along the planar direction of the BEC. Based on this discussion, we can separate the full 3D condensate wavefunction into longitudinal and transverse parts, $f(x, y)$ and $h(z)$, respectively, so that $\Psi(r, t) = (AL_z)^{-1/2} f(x, y)h(z)e^{-i\mu t/\hbar}$, where $A$ is the area $\pi R^2$ and $\mu$ is the chemical potential of the system. The reduction is completed by integrating over the transverse direction $z$ then redefining parameters to recover the 2D NLSE. In Chapters 6 and 7, we explain how the interaction $g$ is modified to obtain $g_{2D}$ along with a full detailed analysis of our dimensional reduction procedure with complete definitions of physical parameters.

1.4 Bose-Einstein Condensates in Two-Dimensional Optical Lattices

Bose-Einstein condensation was initially observed in dilute atomic gases of sodium, lithium, and rubidium.\textsuperscript{4} Other elements which have been now Bose-condensed include

\textsuperscript{4}We point out that the lithium observation was only confirmed two years after rubidium and sodium.
hydrogen, chromium, ytterbium, the alkali metals potassium and cesium, in addition to the alkaline earth metals calcium and strontium, as well as dysprosium. The BEC is typically observed at particle densities of $10^{12} \text{ cm}^{-3}$ to $10^{14} \text{ cm}^{-3}$ and as high as $10^{15} \text{ cm}^{-3}$ and at temperatures less than a microKelvin and as low as tens of picoKelvin [70]. The cooling process occurs along a two step path: laser cooling followed by evaporative cooling. The latter step allows higher energy atoms to leave the system while further cooling the remaining atoms. Laser cooling is based on the use of the Doppler effect for atoms interacting with a laser beam. To see this, we consider two oppositely directed beams of the same frequency just below the frequency of an atomic transition. An atom stationary with respect to both beams will absorb an equal number of photons, of the same energy, from either direction. Thus no net momentum change of the atom is observed. The key point here is that the atomic absorption rate depends on the frequency of the absorbed light, so that we can capitalize on the Doppler shift that occurs for motion towards or away from the direction of a beam. The result is that an atom with a net velocity in one direction will experience a frictional force opposite the direction of motion.

Two pervasive features which underlie our work are the concepts of condensation and superfluidity. The Bose-Einstein condensate is synonymous with the breaking of global $U(1)$ symmetry [30, 31], resulting in long-range phase coherence, whereas superfluidity derives from the BEC state but has more notions associated with it, such as the Hess-Fairbanks effect [71]. Generally, the condensate phase refers to a macroscopic number of particles residing in one single-particle state, whereas superfluidity refers to the response of particles to a velocity boost. We can understand the meaning of $U(1)$ symmetry breaking by returning to the Hamiltonian in Eq. (1.1). It is symmetric under a global phase transformation, i.e., the transformation $\hat{\psi} \rightarrow e^{i\alpha} \hat{\psi}$ leaves the Hamiltonian unchanged, where $\alpha$ is a real constant. This symmetry is described by the unitary group of degree one, or $U(1)$. It is in some ways implied in
Eq. (1.1) that since we are working with the full many-body theory, the principle of phase-density uncertainty is at work, and that in general the Hilbert space connected to the field operator $\hat{\psi}$ is associated with a completely random phase. As we have seen, the mean-field step which exchanges the condensate operator for a complex wavefunction implies a completely well defined phase: the phase has acquired a non-zero expectation value. This type of formal symmetry breaking is physically realized in the case of a BEC, where the ground state of the system does not share the same global $U(1)$ symmetry of the underlying Hamiltonian.

These concepts become more tenuous when the constituent bosons are confined in an optical lattice, since here macroscopic atomic coherence can be disrupted by the periodic potential of the lattice. Nevertheless, one finds that BECs do indeed occur in such systems as long as the lattice is shallow enough to avoid the Mott insulating phase. In the lattice setting, particle interactions $U$ and hopping $t_h$ give rise to two distinct phases associated with the strong and weak interaction limits $U/t_h \gg 1$ and $U/t_h \ll 1$. When interactions are strong, particles tend not to occupy the same sites, and we find that particle number is well defined at each site, with large uncertainty in the phase. This defines a Mott insulator: shifting particles around is energetically costly. For weak interactions, hopping is dominant so that the total energy of the system is lowered when particles move freely through the lattice. In this case, on-site particle number is uncertain, while the phase is well defined. This state defines a superfluid with velocity defined as the gradient of the phase $\mathbf{v} \equiv (\hbar/M)\nabla \Phi$, which we discuss later in Section 1.4. Of critical importance to BEC stability is the strict 2D confinement which destroys long-range order as expounded in the Mermin-Wagner theorem [72]. For a thorough treatment of the physics of cold atoms see Ref. [7] and the review article [4]. For a good review on the theory of cold bosons in optical lattices see Ref. [64], and [73, 74] for a treatments on 2D systems.
A quantum fluid may be described in terms of its normal versus superfluid fractions $f_n$ and $f_s$, the former pertaining to the viscous part and the latter referring to that part of the fluid which flows unimpeded [75]. In particular, one precise way to define the superfluid state is in terms of changes in the matter wave interference, i.e., decoherence, quantified by the energetic cost of adding twists to the macroscopic phase $\Phi$ of the BEC, where the macroscopically occupied wavefunction $\Psi$ may be expressed in terms of the density and phase $\Psi(r) = \sqrt{\rho(r)} e^{i\Phi(r)}$ [76]. The velocity field which describes superfluid flow is the usual phase gradient $v \equiv (\hbar/M) \nabla \Phi$.

The BEC ground state energy $E_0$ is invariant under global changes in $\Phi$ but not local, spatially dependent ones. The energetic cost $\delta E_\Phi$ of adding small local variations in $\Phi$ is interpreted as the additional kinetic energy due to the superfluid flow. In the 1D linear approximation this leads to an expression for the superfluid fraction $f_s = 4\pi^2(E_\Phi - E_0)/(NE_R\Delta \Phi^2)$, where $N$ is the total number of particles, $\Delta \Phi$ is the phase variation over the lattice spacing $a$, and $E_R = \hbar^2/(2Ma^2)$ is the lattice recoil energy, i.e., the kinetic energy characterized by the periodicity of the lattice [76]. In all of the problems we present in this thesis, we work in the long-wavelength limit so that $\Phi$ is the phase of the complex Bloch factor and plays a central role in vortices as the quantized winding around the core.

Closely related to the use of on-site localized atomic states is the notion of the tight-binding approximation. Physically, this refers to the optical regime in which a particle’s potential energy inside a single well is much larger than the characteristic kinetic energy imparted to it by the lattice. This can be stated precisely as $V_0/E_R \gg 1$, in terms of the lattice depth $V_0$ and the recoil energy $E_R$, where $M$ is the mass of the constituent bosons and $k$ is the wavenumber of the laser light making up the lattice. In our work we consider $1 \gg V_0/E_R \lesssim 20$: the lower bound is to satisfy the tight-binding limit, while the upper bound comes from satisfying the various physical constraints in our problem, including avoiding a Mott-insulating transition. The tight-
binding limit allows for a many-body description in terms of the nearest-neighbor hopping picture where bosons reside mainly at individual lattice sites and tunneling to adjacent sites is accounted for by including the strength of overlap between adjacent Wannier peaks [62] encapsulated in the hopping energy $t_h$. Typically, the hopping parameter $t_h$ is computed using the semiclassical approximation, which provides an accurate treatment such that $t_h \equiv 1.861 \left(\frac{V_0}{E_R}\right)^{3/4} E_R \exp\left(-1.582 \sqrt{\frac{V_0}{E_R}}\right)$ [77].

The Bose-Hubbard model (BHM) is consistent with this picture, which we obtain as an intermediate stage of our derivation of the nonlinear Dirac equation, and rely on extensively well as the foundation of many of our other calculations. The derivation of the BHM proceeds from the full many-body Hamiltonian for an interacting Bose gas in a periodic external potential, followed by the assumption of tight-binding, which allows for a Wannier basis expansion of spatially dependent terms. Finally, we integrate over the spatial coordinates which leads to a discrete lattice Hamiltonian. We present this derivation in detail in Chapter 2.2.1. Explicitly, the BHM is embodied in the Hamiltonian

$$\hat{H} = -t_h \sum_{\langle i,j \rangle} \left( \hat{b}^\dagger_i \hat{b}_j + \hat{b}^\dagger_j \hat{b}_i \right) + \frac{U}{2} \sum_i \hat{n}_i(\hat{n}_i - 1) - \mu \sum_i \hat{n}_i,$$  \hspace{1cm} (1.14)

where $\hat{b}^\dagger_i$ ($\hat{b}_i$) creates (destroys) a boson at lattice site $i$, and $\hat{n}_i \equiv \hat{b}^\dagger_i \hat{b}_i$ counts the number of atoms at the $i^{th}$ site. The first term in Eq. (1.14) describes particle hopping between nearest neighbor sites, indicated by the $\langle i, j \rangle$ subscript on the summation, the second term describes on-site particle interactions, and the third term is the chemical potential term. Note that hopping is controlled by the strength $t_h$, and interactions by the strength $U$, both encapsulating the microscopic continuum spatial aspects of the physics. Competition between the hopping and interaction strengths leads to the well-known superfluid to Mott insulator transition [36, 79], a prototypical

\footnote{The usual notation is $t$ [78], but we use $t_h$ to distinguish hopping from time $t$; another common notation is $J$ for hopping, which we opt not to use.}
example of a quantum phase transition (QPT) [80] observed in experiments [36]. Note that Eq. (1.14) is valid for arbitrary spatial dimensions. In particular, for the 2D honeycomb lattice, the BHM is expressed by the Dirac-Bose-Hubbard Hamiltonian which we derive in Chapter 2, specifically in Eq. (2.10).

One unique feature of two-dimensional (2D) systems at finite temperatures is the absence of condensation in the formal sense, i.e., a configuration with infinite phase coherence. At nonzero temperature, long-wavelength thermal fluctuations destroy the long-range order in a sample. This occurs in the interacting as well as non-interacting case, and one must instead be content with a quasi-condensate order characterized by phase coherence on finite length scales. In this case, the one-body correlation function decays algebraically as opposed to exponential decay for the ordinary uncondensed state. Nevertheless, the vortex and soliton structures which we deal with have characteristic healing lengths which are small compared to the size of the regions of coherence, and hence this limitation does not impose any noticeable restrictions on our results.

The transition from ordinary to superfluid phase in 2D was originally predicted by Berezinskii [81] and by Kosterlitz and Thouless (BKT) [82], and has been confirmed for several macroscopic quantum systems [74]. A wide variety of 2D phenomena exhibit this property including superfluid liquid helium films [83], superconductivity in arrays of Josephson junctions [84], and collisions in 2D atomic hydrogen [11]. The microscopic mechanism underlying the BKT transition is that of bound, oppositely rotating pairs of vortices below a critical temperature $T_c$, contrasted with a proliferation of unbound individual vortices above $T_c$ which destroy the long-range order. The precise mechanism of the transition hinges on the abrupt phase dislocations which occur at the core of a vortex contrary to the slowly varying phase interference fringes coming from ordinary fluctuations in $\Phi$. 
Recently, it was shown that the BKT phase transition is a generic feature of a large class of $(2 + 1)$-dimensional models which bridge non-relativistic and relativistic many-body physics [85]. This new type of phase transition was obtained via holographic duality, thus the term *holographic BKT* has been coined. The honeycomb optical lattice provides an ideal setting for studying the binding and unbinding of exotic relativistic vortices not found in ordinary 2D BECs, and the associated BKT transition at finite or zero temperature. Although we do not treat the full dynamics of vortices in this thesis, our investigations into vortex solutions and their stability properties provide the framework for further research into such phenomena as BKT type transitions for relativistic systems. The underlying lattice allows for a large variety of distinct vortices, and these are expected to play a central role in the corresponding superfluid phase transition. To study BKT in our system requires a specific relationship for our length scales. We would require that the BEC sample size $R$ (radius), 2D healing length $\xi$, and lattice constant $a$ satisfy the inequality $a \ll \xi \ll R$. The first inequality pertains to the long wavelength approximation on the lattice, while the second ensures that vortices are microscopic in relation to the sample size. Incidentally, we adhere to this condition throughout our work.

### 1.5 Cold Atom Interactions in Optical Lattices and Magnetic Traps

In our work we consider samples of cold atoms confined in magnetic traps. Magnetic trapping of neutral atoms occurs through the Zeeman effect, which comes from the interaction between electronic and nuclear spin magnetic moments and an external applied magnetic field. For low-strength magnetic fields, Zeeman energies are small compared with hyperfine splitting, in which case the energy may be written as

$$E(F, m_F) = E(F) + m_F g_F \mu_B B,$$

(1.15)
expressed to first order in the magnetic field $B$, where $g_F$ is the Landé $g$ factor, $E(F)$ is the energy in the absence of an external magnetic field, $F$ is the total spin, and $m_F$ is the $z$-component of the total spin. The states which interest us are the ones for which $F = I - 1/2$ with $m_F = -(I - 1/2)$, since they have negative magnetic moments and are therefore amenable to magnetic trapping. A negative magnetic moment means that atoms in such states will be forced towards a local minimum when placed in an inhomogeneous magnetic field. Thus, the magnetic configuration of interest is one with a local minimum, either a zero or a non-zero value of $|B|$. The quadrupole trap is an example of the former and the Ioffe-Pritchard trap is an example of the latter. Detailed explanations of the various types of traps may be found in Ref. [7].

In the presence of a spatially varying electric field, neutral atoms experience a force due to the polarization of their electronic charge distribution. For an inhomogeneous time-varying electric field, the gradient of the shift in atomic energy gives rise to the dipole force

$$\mathbf{F}_{\text{dipole}} = -\nabla V(r) = \frac{1}{2} \alpha'(\omega) \nabla \langle \mathcal{E}(r, t)^2 \rangle_t , \quad (1.16)$$

where the bracketed quantity is the time-average of the applied electric field and $\alpha'(\omega)$ is the frequency dependent atomic polarizability. This is referred to as the AC Stark shift. The direction of the polarizability is aligned with the electric field at low frequencies (red-detuned) and anti-aligned for frequencies above critical atomic transitions (blue-detuned). Thus, just below or above a resonance, the atom is forced towards high-field regions and low-field regions, respectively. This leads directly to the notion of using interfering laser beams to create standing waves with alternating regions of peaks and zeros in the electric field. The resulting periodic optical lattice potential can be used to trap atoms either at the regions of strong or weak electric field for the red-detuning versus blue-detuning case. In Figure 1.1(a), we illustrate
the BEC with honeycomb lattice and harmonic potential. In Figure 1.1(b), a plot of the 2D honeycomb potential is shown.

1.6 The Linear and Nonlinear Dirac Equations

Several versions of the nonlinear Dirac equation have been around for decades and have typically been attempts to formulate effective theories of relativistic interacting fermions subject to Poincaré covariance, colloquially known as the principle of relativity. As such, they contain the kinetic terms consistent with the usual noninteracting theory, plus additional terms which model the interactions formed from contracting Poincaré invariant quantities. Here we review some of the main features of standard Dirac theory, with complete treatments found in Ref. [86] and [87].

Historically, the motivation behind the Dirac equation was part of a drive to understand the quantum mechanics of particles traveling at relativistic velocities. The starting point was the consideration of the various deficiencies of the Klein-Gordon equation, a theory of relativistic particles plagued with seeming inconsistencies of negative probability densities. Dirac’s approach was to search for an equation linear
in the time derivative as well as the spatial ones, and he thus came upon the gamma matrices. His motivation was based partly on a deep intuition about the way physics equations should look. This appeal to aesthetics was the source of his creative inspiration so it is not surprising that the Dirac equation should exhibit a rich mathematical structure. The Dirac equation for a particle of mass $m$ is

$$ (i\hbar\gamma^\mu\partial_\mu - mc)\Psi(\mathbf{r}, t) = 0, \quad (1.17) $$

where the first term contains the familiar first-order contraction of space-times derivatives with the $4 \times 4$ gamma matrices. Equation (1.17) is the standard form used in relativistic physics where the space-time coordinates are in the covariant form $(ct, x, y, z)$. Using this notation the kinetic and mass terms in Eq. (1.17) have dimensions of momentum. In the chiral representation, the Dirac matrices are

$$ \gamma^0 \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \gamma^1 \equiv \begin{pmatrix} 0 & \sigma_x \\ -\sigma_x & 0 \end{pmatrix}, \quad \gamma^2 = \begin{pmatrix} 0 & \sigma_y \\ -\sigma_y & 0 \end{pmatrix}, \quad \gamma^3 = \begin{pmatrix} 0 & \sigma_z \\ -\sigma_z & 0 \end{pmatrix}, \quad (1.18) $$

where the $\sigma^i$ are the $2 \times 2$ Pauli matrices

$$ \sigma^x \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \quad \sigma^y \equiv \begin{pmatrix} 0 & -i \\ i & 0 \end{pmatrix}, \quad \sigma^z = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}. \quad (1.19) $$

The associated plane-wave four-spinor solutions for $\Psi$ are

$$ \Psi_1 = e^{i(\mathbf{p}\cdot\mathbf{r} - Et)/\hbar} \begin{pmatrix} 1 \\ \frac{(p_x + ip_y)c}{E + mc^2} \\ 0 \\ 0 \end{pmatrix}, \quad \Psi_2 = e^{i(\mathbf{p}\cdot\mathbf{r} - Et)/\hbar} \begin{pmatrix} 0 \\ 0 \\ 1 \\ \frac{(p_x + ip_y)c}{-(E + mc^2)} \end{pmatrix}, \quad (1.20) $$

where $\Psi_1$ and $\Psi_2$ give the positive and negative helicity eigenstates, respectively, at the extreme relativistic limit, i.e., when $E \gg mc^2$. In a similar way we find the negative energy eigenstates to be
\[ \Psi_3 = e^{i(p \cdot r - E t)/\hbar} \begin{pmatrix} 1 \\ \frac{(p_x + i p_y)c}{-(E + mc^2)} \\ 0 \\ 0 \end{pmatrix}, \quad \Psi_4 = e^{i(p \cdot r - E t)/\hbar} \begin{pmatrix} 0 \\ 0 \\ 1 \\ \frac{(p_x + i p_y)c}{E + mc^2} \end{pmatrix}, \] (1.21)

where \( \Psi_3 \) and \( \Psi_4 \) give the positive and negative helicity eigenstates in the extreme relativistic limit. The total relativistic energy squared is given by \( E^2 = p^2 c^2 + m^2 c^4 \).

Dirac obtained Eq. (1.17) by essentially taking the square root of the Klein-Gordon equation. In order for this method to work out, the coefficients in the equation were found to be matrices, rather than scalars, with dimensionality of at least \( 4 \times 4 \) and complex valued entries. Consequently, the wavefunction \( \Psi(r, t) \) must be a 4-component object with complex entries which transforms under a spin representation of the Poincaré group. The gamma matrices are found to obey anti-commutation relations: \( \{ \gamma^\mu, \gamma^\nu \} = 2\eta^{\mu\nu} \), where \( \eta^{\mu\nu} \) is the Minkowski metric. Objects that satisfy such relations are said to form a Clifford algebra.

On a deeper level, the algebraic structure of the Dirac equation is a consequence of invariance under the Poincaré group: the set of all space-time translations, rotations and relativistic boosts. In fact, the states or particles associated with any theory that is consistent with special relativity naturally fall into categories according to the way they transform under the Poincaré group. Thus, states will fall into the various irreducible representations of the Poincaré group, the Lorentz group in particular (the subgroup consisting of rotations and boosts), labeled by spin values: 0, 1/2, 1, 3/2, and so on. Integer values describe bosons, and indicate the number of factors of the Poincaré transformation required to transform the single particle state: spin 0 = scalar; spin 1 = vector; spin 2 = rank 2 tensor, etc. Half-integer values denote fermions and correspond to the particular spin representation of the Poincaré group. In particular, solutions to the Dirac equation are in the fundamental spin-1/2 representation. Generally, an equation is invariant under Poincaré transformations if all of
its terms transform with the same numbers of factors of the Poincaré group or factors of its spinor representation. This idea is illustrated in further detail in Chapter 3.3, where we work out the Poincaré structure of our nonlinear Dirac equation.

In high energy physics, the mass term in the Dirac equation has an intuitive meaning as the minimum energy needed to produce real (non-virtual) particles during collisions. The analogous concept for periodic condensed matter systems is the mass gap, i.e., the finite gap which separates two energy bands. In a crystal, the gap appears at the edge of the reciprocal lattice when the periodic particle density undergoes a rigid spatial translation by half the period of the lattice, while keeping the crystal momentum fixed. The energy shift is just the energy difference that comes from shifting the position of the density peaks from the minima to the maxima of the background lattice potential. Graphene represents a semi-metal, as there is no gap due to the bands crossing at the Dirac point; the NLDE also has no gap. The crossing is due to degeneracy in A and B sublattices. A staggered lattice or other method that breaks the degeneracy of A and B sublattices can be used to deform the Dirac point and open up a band gap. In Chapter 8.4, we introduce the different mass gaps for the NLDE and obtain gap solitons. Although mass gaps are easy to implement in optical lattices, for simplicity, we focus here on the Dirac equation with the mass term set to zero, $m = 0$ in Eq. (1.17). This describes the behavior of massive fermions in the extreme relativistic limit, as well as the flow of charge carriers in graphene and cold bosonic and fermionic atoms in honeycomb-optical-lattice condensed matter systems.

There are two key representations of the gamma matrices, each one emphasizing one of two extreme perspectives. In the energy representation, the upper and lower 2-spinors which make up $\psi$ are positive and negative-energy eigenstates, respectively: changing from positive to negative energy does not mix the 2-spinors. On the other hand, in the chiral representation, the upper and lower 2-spinors are positive and negative-helicity eigenstates: changing from positive to negative helicity does not
mix these 2-spinors. This is explained in mathematical detail in the first part of Chapter 3.3. Helicity measures the projection of spin in the direction of momentum and the helicity operator is exactly the nonzero $2 \times 2$ subspace of the kinetic part of the massless Dirac Hamiltonian – off diagonal subspaces in the energy representation and diagonal subspaces in the chiral representation. Interestingly, there is an elegant formulation of the massless Dirac equation in 2D as the simplest example of a supersymmetric theory, namely $N = 2$ supersymmetry [88]. The two generators or supercharges, indicated by the $N$-value, are the nonzero $2 \times 2$ subspaces of the Hamiltonian.

The earliest versions of the NLDE were motivated by the need to reduce the complexity of subatomic phenomena down to workable models which one could solve using well know mathematical tools. As the use of complicated field theoretic methods became the mainstay for describing relativistic interactions, various other methods were developed in parallel. Phenomenological models were developed in which complicated quantum effects could be encapsulated into nonlinear terms which were incorporated into semiclassical field equations. Such effective models offered the advantage of being intuitive as well as easier to work with, while still retaining some of the essential physics of the full theory. Among the most notable nonlinear modifications of the Dirac equation were the nonlinear spinor models proposed by D. D. Ivanenko [89], W. Heisenberg [90, 91], R. Finkelstein [92, 93], and F. Gürsey [94]. These were designed to account for the self-energy of the electron in the ambient electromagnetic background.

Remarkably, the techniques developed for solving a wide variety of NLDEs have also been used to construct multi-parameter families of exact solutions for many other nonlinear systems [95]. Systems of partial differential equations which have been solved using nonlinear Dirac techniques include Dirac-d’Alembert, Maxwell-Dirac, d’Alembert-eikonal, $SU(2)$ Yang-Mills, and Lévy-Leblond among others. A
good review of these methods can be found in Ref. [95]. The NLDE has been applied to many contemporary problems as well. In optics, for example, the NLDE has been used as an effective description of Maxwell’s equations in the slowly varying envelope approximation for photonic crystals [96]. From a mathematical standpoint, classifications of stationary solutions of NLDEs are generally restricted to \((3 + 1)\)-dimensions, and to classes of nonlinear terms of the form \(F(\psi)\psi\), where \(F \in C^2(\mathbb{C}^4, \mathbb{R})\), \(\psi : \mathbb{R}^3 \to \mathbb{C}^4\), and commonly \(F(\psi) \equiv \lambda (|\psi \bar{\psi}|^\alpha + b |\bar{\psi} \gamma^5 \psi|^\beta)\), with \(1 < \alpha, \beta < 3/2\); \(\lambda, b > 0\) [95, 97, 98]. Note that in this form \(F(\psi)\psi\) is Poincaré invariant, whereas for the NLDE which we study in this thesis the nonlinearity does not factor in the same way. An exception to this is the case of NLDE in optics which breaks Poincaré covariance. It is important to point out that our NLDE arises naturally out of BECs in honeycomb optical lattices, whereas other NLDEs were purely theoretical constructs.

Formal mathematical treatments of the NLDE focus on defining the bounds, stability, and scope of well-posedness from a purely theoretical standpoint [98–102], while other treatments focus more on explicit solutions by capitalizing on the symmetries of the NLDE [95, 103]. A rigorous exposition of the various nonlinearities which preserve Poincaré invariance can be found in Ref. [97], where the NLDEs are classified by the degree of the nonlinearity and the number of derivatives it contains. For a good introduction to the subject of NLDEs see Ref. [104].

In the literature, one generically encounters the NLDE in a condensed form expressed as

\[
 i \hbar \partial_t \Psi - D_m \Psi + G(\Psi) = 0 ,
\]

where the notation \(G(\Psi)\) indicates a functional of \(\Psi\), and contains the interaction terms. The form of Eq. (1.22) differs from that of Eq. (1.17) in that the space and time derivatives have been separated as a first step towards obtaining explicit solutions. Note that in Eq. (1.22) the space-time coordinates are \((t, x, y, z)\). In addition, we
have defined $D_m \equiv -i\hbar c \gamma^j \partial_j + mc^2$, which contains the spatial derivatives contracted with gamma matrices ($j = 1, 2, 3$) and includes the mass gap structure indicated by the subscript $m$. The mass term is just the subtraction of a constant from the derivative terms. The nonlinear terms are contained in the functional $G \in C^1(C^4, \mathbb{C})$. The usual analysis is to consider stationary solutions, i.e., a separation of variables between time and space, for which solutions to Eq. (1.22) are of the form: $\Psi(r, t) = e^{-i\omega t} \psi(r)$, where $\psi$ is also a four-spinor and solves the time-independent NLDE,

$$-\hbar \omega \psi - D_m \psi + G(\psi) = 0,$$

where we retain the same notation as in Eq. (1.22). The functional $G(\psi)$ is parametrized by the interaction strength $U$. In the literature, the nonlinear terms in $G(\psi)$ are constrained to be a Poincaré invariant (usually scalar or vector quantities) to coincide with most particle physics models. It is important to state that Poincaré invariance places a strong restriction on the form of $G(\psi)$ and these types of NLDEs only admit localized solutions for eigenvalues inside the gap, $0 < \hbar \omega < mc^2$, and nonexistence of localized solutions for $|\omega| > 1$ [105, 106]. This is because invariance under a general Poincaré transformation forces the radial amplitudes within each of the upper and lower two-spinors of $\psi$ to be equal, which greatly limits the variety of possible combinations in the derivative terms. However, for the NLDE that we obtain, this severe restriction is lifted and the form of the equations allow for localized eigenvalues within the continuous spectrum, i.e., for $\hbar |\omega| \geq mc^2$, as well as inside the gap, $-mc^2 < \hbar \omega < mc^2$.

One also encounters the nonlinear Dirac operator as $D_{m,U} = D_m - \tilde{G}(\psi)$ such that Eq. (1.22) is

$$D_{m,U} \psi - \omega \psi = 0.$$

(1.24)
This is indeed possible even though the range of $D_{m,U}$ depends on elements of the domain [107, 108]. The nonlinear Dirac equation can be derived from a variational principle with the corresponding action being given by

$$I^\omega(\psi) = \int_{\mathbb{R}^2} d^2x \left[ \frac{1}{2} \left( \psi^\dagger, D_m \psi \right) - \frac{1}{4} \omega \psi^\dagger \psi - \bar{G}(\psi) \right], \quad (1.25)$$

where $\bar{G}$ is the functional integral of $G$, i.e. $G(\psi) = \frac{\delta}{\delta \psi} \bar{G}$, the contraction $(\psi^\dagger, D_m \psi)$ is the $L^2$ contraction defined by

$$(\psi, \psi')_{L^2} = \int_{\mathbb{R}^2} d^2x \bar{\psi} \psi'.$$ \quad (1.26)

Eq. (1.23) is the Euler-Lagrange equation associated with Eq. (1.25). It is important to note that since the spectrum of $D_m$ is not positive-definite, solutions of Eq. (1.23) do not minimize Eq. (1.25), that is, the spectrum of the NLDE is not bounded below: there is no ground state in the strict sense.

1.7 Nonlinear Dirac Equations in Condensed Matter and Cold Atomic Gases

As we show in this thesis, the NLDE can be realized by forming a BEC in the lowest Bloch band of a honeycomb optical lattice [109]. The lattice is constructed using three sets of interfering laser beams in a plane while tightly trapping atoms in the vertical direction to obtain a quasi-2D system. Atoms are condensed into the lowest energy state of the lattice and then transferred to the Dirac points by Bragg scattering combined with a series of switching steps to turn off and on interactions of the atomic hyperfine states with the lattice laser beams. This method allows for a stable transfer of atoms to the Dirac points. An alternative approach involves an adiabatic acceleration of the lattice to get the BEC to the Dirac points, but the first approach eliminates potential dynamical instabilities which may arise from a moving
lattice. It should be noted that the Dirac point is maintained in the presence of the shallow harmonic trapping potential [110]. As described in Sec. 1.5, the laser interference pattern interacts with the atoms of the condensate via the AC Stark effect, thus creating a two-dimensional periodic potential; as described in Chapter 7, the third spatial dimension frozen out by a tightly confining potential in that direction [74].

From a theoretical standpoint, as shown in Chapt. 2, the NLDE is derived by starting from the second quantized Hamiltonian for a weakly interacting bosonic gas in two spatial dimensions and then imposing the tight-binding limit which involves expressing the bosonic field operators in terms of Wannier functions, a natural basis for periodic systems. Upon integrating over the two spatial degrees of freedom keeping only nearest neighbor tunneling, the Hamiltonian reduces to a discrete lattice form: the Bose-Hubbard model for the honeycomb lattice. Translating to the edge of the Brillouin zone and taking the expectation value with respect to on-site coherent states (which projects from a second quantized theory down to a mean-field one), and finally, taking the continuum limit produces the NLDE. By taking a superposition of theories for two opposite Dirac points, we obtain the full NLDE [52]. The nonlinear interactions are proportional to the density of the BEC and each term contains factors of the same spinor component – nonlinear terms do not couple different spinor components. Similar equations have been vigorously studied in the literature, in the context of particle and nuclear theory [111–114] as well as in nonlinear dynamics and applied mathematics [95, 115–119], but our particular version of the NLDE had not been studied before in connection with BECs or otherwise, and there was no experimental realization of any NLDE in any field before our work in 2009 [52]. In Chapt. 2 and 8, we obtain massless and massive versions of the NLDE as well as zigzag and armchair forms of the 1D NLDE, all with the same form for the nonlinear terms.
1.8 Connections to Optics and Applied Mathematics

A major area of research into NLDE physics outside of cold atoms is the study of diabolical points in optics. This concept originated in a combination of experiments where a randomly polarized ray of light traveling through a biaxial crystal exhibits cone shaped diffraction due to a singularity in $k$ space from the polarization of the beam. More recently, inspired by conical Dirac points in honeycomb lattices, there has been much interest in obtaining diabolical point structures for optical waves traveling in honeycomb photonic crystals [120]. These have been studied numerically and have been experimentally detected. Other topics based on relativistic physics of Dirac points have also been investigated in honeycomb photonic crystals, such as symmetry breaking in the Dirac cone [121] and P-T symmetry, as well as problems in nonlinear physics such as gap solitons [120], which play an important role in our work. Another field where the honeycomb lattice structure is used to get Dirac dispersion is in an acoustic setting [122].

Partly because of the nonlinearity associated with conical diffraction, research in applied mathematics has also been stimulated. From the mathematical point of view, conical diffraction arises in the nonlinear Schrödinger equation when the external potential has a honeycomb shape. Both analytical derivations and numerical simulations for the wave envelope of Bloch modes in a honeycomb lattice potential have confirmed conical diffraction. Such approaches work directly from the NLSE, and show that the dynamics of the wave envelope is governed by the NLDE [123]. Significantly, the results of Ablowitz, Nixon, and Zhu show that when tight-binding in the lowest band is assumed, conical diffraction is maintained in the presence of nonlinearity [20, 123].

Investigations into nonlinear Dirac physics using numerical methods based on the NLSE and accounting for higher band structure beyond the lowest band, have also been implemented [32]. These calculations reveal that nonlinearity alters the structure
of the Dirac cone by changing the topology at the Dirac points for arbitrarily small interaction, suggesting a breakdown of the superfluid phase. These results provide key insights into Dirac point structure when the tight-binding, lowest band approximation does not hold. However, as long as lattice parameters and interactions are chosen such that the lowest-band approximation is warranted, it is our contention that the integrity of the Dirac cone will be preserved. A numerical investigation of NLDE vs. full NLSE with honeycomb lattice dynamics to support our scaling arguments is reserved for future work. In addition, another intriguing method worth mentioning for simulating the 1D NLDE is by using a single trapped ion which can be shown to mimic a free relativistic quantum particle [124].

1.9 Approximations and Constraints Involved in the Nonlinear Dirac Equation

Realization of the NLDE physics requires that several physical constraints are satisfied. For example, we have already touched on the problem of dimensional reduction, which, as we have seen, determines an upper bound on the order of magnitude of the s-wave scattering length, and a lower bound on the oblateness of the condensate, for a given value of the particle density. The density $\bar{n}$ and its dimensionally reduced form $\bar{n}_{2D} \equiv L_z \bar{n}$, are central, and appear in the definitions of many important quantities and their renormalized counterparts. The constraints which need to be satisfied can be broken down into categories involving the following sets of physical quantities: the energies and lengths for the 3D to 2D reduction; the characteristic speeds of the 2D lattice theory versus the unconfined 3D theory; the relative strengths of interactions to hopping between lattice sites must be correctly tuned for a stable superfluid state; quasi-particle, Dirac point, and lattice recoil momenta are interrelated to ensure that the Dirac cone and long-wavelength limits are valid and the relative strength of the potential depth to the recoil energy of the lattice to ensure that the lowest-band and tight-binding approximations hold.
Several length and energy parameters are fundamental to the NLDE, with other composite quantities formed from these. The fundamental lengths are the transverse width and longitudinal radius of the BEC, $L_z$ and $R_\perp$, the honeycomb lattice constant $a$, the s-wave scattering length $a_s$, and the average inter-particle distance $\bar{n}^{-1/3}$. The fundamental energy scales are determined by the lattice depth $V_0$, the thermal Boltzmann energy $k_B T$, and the chemical potential of the system $\mu$. All of these parameters are related in a complicated way through the constraints, with the region of validity for the NLDE lying within the boundaries defined by these constraints. For example, the following offers one consistent set of length parameter values for a BEC made up of $^{87}$Rb atoms in a honeycomb lattice, to support the NLDE: $L_z = 3.0 \mu m$, $R_\perp = 55.0 \mu m$, $a = 0.55 \mu m$, $a_s = 5.77 \text{nm}$, and $\bar{n}^{-1/3} = (1 \times 10^{16} \text{m}^{-3})^{-1/3} = 4.64 \mu m$. Values of the energy parameters consistent with these lengths are $V_0 = 2.60 \mu K$, $k_B T = 8.0 \text{nK}$, and $\mu = 2.36 \text{nK}$. A complete description of NLDE parameters and constraints can be found in Chapters 6 and 7 of this thesis, specifically in Tables 6.1 and 7.1.

1.10 Solution Methods for the Nonlinear Dirac Equation

The stationary localized solutions of the NLDE we obtain fall into either of two categories: two-dimensional vortices and one-dimensional solitons. Vortices are characterized by having a core defined by a phase jump, or singularity, with quantized rotational angular momentum circulating around the core. Our soliton solutions solve the 1D NLDE obtained by integrating out one of the planar spatial directions. Physically, this arises when the trap length in one direction is made small compared to the other direction. To obtain these solutions in the chiral representation of the NLDE, we start by splitting the full four-spinor NLDE into two equivalent sets of coupled equations for each pair of two-spinors, and specialize to stationary wavefunctions to arrive at:
where $\mu$ is the chemical potential, $c_l$ is the effective speed of light, $U$ is the interaction strength, and $D \equiv (\partial_x + i \partial_y)$ is the Dirac differential operator.

We obtain soliton solutions to Eqs. (1.28) by freezing out one spatial dimension as stated above. Retaining only the $y$-direction in Eqs. (1.28) results in equations for propagation in the armchair geometry of nanoribbon, whereas retaining the $x$-direction gives the zigzag geometry analogous to the two forms of graphene nanoribbon geometries. We then express the wavefunction in terms of envelope and internal component functions: $\Psi(x) = \eta(x) [\cos \varphi(x), \sin \varphi(x)]^T$, where we let $x$ denote either direction in Eq. (1.28). This step allows us to obtain a formal integral for $\eta$ in terms of $\varphi$, for which an exact solution is obtained when $\mu = 0$. For more general soliton solutions ($\mu \neq 0$), we find solutions for which $\varphi$ is approximately linear in $x$. We show that such approximate solutions are valid as long as $\varphi$ is a slowly varying function in $x$. The second method that we use to obtain soliton solutions is to expand the envelope $\eta$ in a power series in the quantity $\cos^4 \varphi + \sin^4 \varphi$. We find this to be a natural expansion argument given the way that it appears in the transformed version of Eqs. (1.28). By solving consistently for the expansion coefficients, we are able to obtain solutions which are more general than those obtained by the first method. An important property of the series solution is that the terms connect to the solutions for slowly varying $\varphi$ above, when the parameters $U$ and $\mu$ are appropriately tuned. When a mass gap is turned on, a mapping of a subclass of NLDE solutions to the massive Thirring model is possible. The massive Thirring model is was originally formulated as a low energy effective theory of interacting fermions, integrable at both classical and quantum mechanical levels [125, 126]. The advantage of this mapping is that properties and solutions of the Thirring system are well understood and may then
be translated to the NLDE. We find that NLDE solutions obtained by this method
are qualitatively similar to the bright solitons obtained through the slowly varying $\varphi$
method.

We obtain seven different types of vortices by a variety of analytical methods.
To obtain vortex solutions, we first express Eqs. (1.28) in plane-polar coordinates,
then factor out the quantized angular dependence from the solution to arrive at two
coupled first order equations for the radial parts $f_A(r)$ and $f_B(r)$ of the component
wavefunctions $\psi_A(r, \theta)$ and $\psi_B(r, \theta)$. Our first method uses an asymptotic Bessel
expansion, which matches the asymptotic form of the vortex near the core and far
from the core, and gives us an approximate solution for large winding number, in
addition to deeper insight into the effect of the nonlinearity on solutions. A second
method is to write $f_A$ and $f_B$ as general algebraic expressions in the radial coordinate
$r$, up to arbitrary parameters. Substituting into the NLDE allows us to solve for the
extra parameters in a consistent manner. The algebraic method leads to a large class
of solutions for any winding number $\ell$. Specifically, when $\ell = 1$, solutions exist for
the case $\mu = 0$ and for $\mu > 0$, in the form of a vortex with bright soliton at the core:

- a ring-vortex with vanishing tail for the first case, and
- a vortex with asymptotically constant (non-zero) tail for the second case.

For $\ell > 1$, we find algebraic closed forms with chemical potential $\mu = 0$, characterized by an asymptotically vanishing tail at large $r$. These are general ring vortices where both spinor solutions vanish at the
core. For $\ell = 1$, we also find skyrmions and half-quantum vortices by expressing
the wavefunction in terms of the envelope and internal spinor parts, $\eta(r)$ and $\varphi(r)$,
similar to the 1D case, then solving the resulting nonlinear system in $\eta$ and $\varphi$.

Numerical solutions for both solitons and vortices are also obtained. In the case
of vortices, we first separate the quantized angular part from the radial part, then
solve the 1D radial equation by discretizing the derivatives using forward-backward
finite differencing and tuning the number of grid points until the desired precision of
convergence is obtained. We use numerical shooting by first expanding the solution in a power series near the peak of the soliton, or the core of the vortex, then from this we derive the behavior of the solution near that point. The vortex solution must vanish at the core because of the angular momentum term, which adds an additional condition on the wavefunction.

1.11 Overview of Thesis

This thesis is organized such that most chapters are separate articles published (Chapters 2, 4), presently under review (Chapters 6, 8), or soon to be submitted in a peer-reviewed journal (Chapters 7, 9). Some additional material is included in Chapters 3 and 5 for overall clarity. The bibliography is placed at the end of the thesis as many references are common to more than one chapter. The nature of the work in this thesis is interdisciplinary and in general we adhere to the same notation throughout consistent with condensed matter physics. The notation and definitions for physical constants are summarized in Chapter 7.2.1 in particular in Table 7.1. However, in certain places it is sometimes more convenient to use notation more in line with high energy physics where covariance is explicit. This is done in order to help bridge the gap between condensed matter and particle physics. In this overview, we will address deviations from the standard notation of Table 7.1 for each chapter.

In Chapter 2, we derive the NLDE for BECs in honeycomb lattices and provide a thorough symmetry analysis with comparison to the standard Dirac theory. This section sets the foundation for the rest of the material in this thesis by providing a rigorous derivation of the NLDE using well established tools of many-body theory founded on coherent states for lattices. The section on symmetries clearly categorizes our theory within the larger NLDE picture. The properties of the NLDE under Poincaré transformations pertains to the full 2D equations, in contrast to the 1D problem which is treated later in the thesis. In this chapter the derivations use explicit notation for physical parameters which include the effective speed of light
and Planck’s constant \( \hbar \) with the usual \((2 + 1)\)-dimensional coordinate notation \((t, x, y)\). In places where we want to emphasize the covariance of the NLDE, we use the coordinate form \((ct, x, y)\). The derivation and resulting NLDE is unique and appears here in the context of BECs for the first time.

In Chapter 3, we study additional fundamental topics in the NLDE. We summarize the key points of the standard Dirac formalism, and provide a detailed analysis of the structure of the NLDE. The Lagrangian formulation is presented and analyzed with a view towards obtaining localized soliton and vortex solutions in addition to a connecting to the nonlinear sigma model. We place the NLDE within established mean-field theory by showing how it reduces to the NLSE with correction terms, and study the soliton and vortex landscape of the corrected NLSE. These additional correction terms result in a completely new type of NLSE. In addition, we address a fundamental issue regarding spin-statistics. The spin-statistics theorem provides the step which relates the geometric phase associated with Dirac points to the quasi-particle operator statistics and clarifies how Dirac physics describing fermions can arise out of a weakly interacting Bose gas. Our model offers a novel method for realizing a transition from Bose to Fermi statistics.

Chapter 4 provides an overview and first look at localized solutions of the NLDE and the relativistic linear stability equations (RLSE), which determine the first order effect of quantum fluctuations on arbitrary solutions of the NLDE. Experimental signatures such as Cherenkov radiation and preliminary lifetime calculations are obtained naturally from the RLSE. The interplay between quantum effects contained in the Dirac dispersion and particle interactions reveal two low energy regimes defined by, first, the lattice spacing, and second, the 2D renormalized healing length, the length scale set by the strength of the 2D two-body interactions. Fluctuations much larger than both the healing length and the lattice spacing behave as composite Dirac particles. Such fluctuations are large enough that interactions blur the individual chi-
ral Dirac quasi-particles set up by the bipartite lattice. The chiral Dirac structure is recovered for fluctuations with wavelengths comparable to the healing length but still much larger than the lattice spacing. The RLSE are a completely new set of equations derived for quasi-relativistic systems in BECs.

In Chapter 5, we provide the full detailed calculations of the RLSE eigenvalues and the quasi-particle coherence factors for the case of a uniform condensate. We present topics unique to this thesis which include symmetries of the RLSE, derivations of the quasi-particle normalization conditions, classification of the different types of spinor quasi-particle excitations, and approximate analytical solutions for general vortex backgrounds.

In Chapter 6, we present the parameters and constraints key to observing Dirac physics in BECs, along with the experimental procedures for setting up the optical lattice, establishing the BEC at the Dirac points, and exciting the desired vortex states. All of these topics are unique in that our experimental studies and particular solutions in the context of honeycomb lattice BECs at Dirac points have not been presented before. By accessing the internal atomic hyperfine degrees of freedom, we show that our method allows one to populate Dirac points with a stable macroscopic sample of cold bosonic atoms. We include a first look at topics such as vortex structure and spectra. The notation in this chapter is based on Table 7.1 with the exception of the general length scale $r_0$ which is used to denote either the scale set by the interaction $\hbar c_l/U$, or that set by the chemical potential $\hbar c_l/\mu$.

Chapter 7 explores the complete vortex landscape for the full 2D NLDE. The NLDE allows for seven distinct types of vortices distinguished by their phase winding number and their asymptotic radial behavior far from the core. The macroscopic phase encircling a vortex core may involve the internal spinor degrees of freedom, as in the case of our skyrmions, or may only pertain to the overall phase, as in many other NLDE solutions. Significantly, the 2D lattice allows for a half-quantum
vortex with half-integer phase winding. We present detailed analysis of analytical and numerical vortex solutions, including stability analysis by solving the RLSE for vortex backgrounds and calculating spectra for bound states in a weak confining potential. The solutions, stability studies and spectra are new since our particular form of NLDE is novel.

In Chapter 8, we solve the one-dimensional (1D) version of the NLDE and investigate the types of gaps possible in this physical setup. For the case of zero gap, we obtain solitons by a direct method, a soliton series expansion method, and by numerical shooting. The first two methods provide consistency cross-checks for bright-solitons, and the series method in particular gives us insight into possible integrability of the 1D NLDE. Numerical shooting gives us a dark soliton solution not accessed through the first two methods. We calculate lifetimes by solving the 1D RLSE to obtain the quasi-particle amplitudes and energies. The inclusion of a mass gap reveals two mappings: one from the massive NLDE to the massive Thirring model and another from the massless NLDE to the massive NLDE. From a practical point of view, these mappings establish a dictionary translating from readily obtained soliton solutions in one theory to new solutions in another. We encounter the topic of integrability here, since the massive Thirring is well known to be integrable. Finally, the discrete spectra which we obtain for bound solitons in a harmonic trap clearly delineate the energetic signature for the gray solitons. The calculation of bound states leads directly into the physics of Klein-tunneling, a feature of relativistic fermions not yet observed in high-energy experiments.

In Chapter 9, we establish a quantum field theory at the Dirac points of the lattice obtain the new result that bosons are described by a relativistic quantum field theory for Dirac spinors. In addition, we derive the full many-body Hamiltonian for bosons in the honeycomb lattice. We obtain the first-order momentum contribution which gives the full quantum theory for a massless Dirac spinor. In addition, we compute
the second order correction term beyond the linear Dirac theory. This term describes deviations from the linear approximation, and gives the quadratic contribution to the dispersion in the associated mean-field theory. By using Hubbard-Stratonovich decomposition, we derive the continuum quantum field theory at the Dirac points and obtain the Lagrangian for interacting relativistic Dirac spinors.

Finally, in Chapter 10 we conclude by presenting several topics for future research in the NLDE.
CHAPTER 2

THE NONLINEAR DIRAC EQUATION IN BOSE-EINSTEIN CONDENSATES:
FOUNDATION AND SYMMETRIES


Abstract

We show that Bose-Einstein condensates in a honeycomb optical lattice are described by a nonlinear Dirac equation in the long wavelength, mean field limit. Unlike nonlinear Dirac equations posited by particle theorists, which are designed to preserve the principle of relativity, i.e., Poincaré covariance, the nonlinear Dirac equation for Bose-Einstein condensates breaks this symmetry. We present a rigorous derivation of the nonlinear Dirac equation from first principles. We provide a thorough discussion of all symmetries broken and maintained.


2.1 Introduction

Recently the first truly two-dimensional (2D) solid state material, graphene, was created in the laboratory [127, 128]. One of the most exciting aspects of this novel material is that long wavelength excitations are described by a Dirac equation for massless particles, with a “speed of light” equal to the Fermi velocity \( v_F \simeq c/300 \) [48]. Thus one can study relativistic phenomena at very low velocities in an experiment far more accessible than a particle accelerator. The lattice structure of graphene has also led to insights into exotic features such as the integral and fractional quantum hall effects [129]. The only real requirement to obtain this equation is the honeycomb lattice structure of the graphene [16, 130–132]. One can therefore consider any solid state system constructed on a honeycomb lattice, including artificial systems, in order to study relativistic phenomena in novel materials accessible in tabletop experiments.

The most precise, cleanest, most controllable artificial solid state system is ultra-cold atoms in optical lattices. Such systems have no impurities and no disorder unless specifically added in by hand. They are very versatile: they can be constructed of both bosons and fermions, of atoms and/or diatomic molecules, and can even have a pseudospin structure. Their temperature, interactions, and symmetries can be controlled externally. Moreover, 2D physics has recently been of great interest in this context, in the form of the Berzinskii-Kosterlitz-Thouless crossover [74], and 2D systems underpinned by lattices are immediately available in experiments. Instead of considering ultra-cold fermions, which could be used to produce an near-exact analog of graphene [133], we consider ultra-cold bosons. Other bosonic systems have been studied in Refs. [70, 134–136], as well as systems composed of fractional numbers of fermions of relevance to condensed matter as well as relativistic quantum field theory [137, 138]. Systems of ultra-cold fermions have been used to study Bosonic statistics and interactions lead to a new feature in the massless Dirac equation known in graphene: a naturally occurring nonlinear term, giving rise to a \textit{nonlinear Dirac}
equation. An important distinction should be made regarding preparation. For the case of graphene it is the Fermi energy that brings the system to the Dirac point. To bring the BEC to the Dirac point involves creating the condensate first then adiabatically turning on the lasers in such a way as to create a moving lattice relative to the condensate thus resulting in a condensate with nonzero lattice momentum [70].

The study of nonlinear phenomena in ultra-cold atoms, especially in Bose-Einstein condensates (BECs) [4, 6], has been enormously fruitful. The recent text edited by Kevrekidis, Frantzeskakis, and Carretero-González provides an excellent summary of this field [19]. The nonlinear mean field description given by the nonlinear Schrodinger equation (NLSE) has been very accurate in the majority of experiments on BECs. Vector and non-local generalization of the NLSE have also proven useful. In optical lattices, the mean field description remains accurate provided the lasers creating the standing wave which is the optical lattice are not too intense, and the dimensionality of the system is greater than one [139, 140].

In this article, we present a completely new class of nonlinear phenomena in BECs, based on the nonlinear Dirac equation (NLDE). Nonlinear Dirac equations have a long history in the literature, particularly in the context of particle and nuclear theory [111–114], but also in applied mathematics and nonlinear dynamics [95, 115–119]. As nonlinearity is a ubiquitous aspect of Nature, it is natural to ask how nonlinearity might appear in a relativistic setting. However, this line of questioning has been strongly constrained by modeling, rather than first principles. That is, there is no standard first principle of quantum electrodynamics (QED) which is nonlinear. So, the approach has been to require symmetry constraints in nonlinear models. One of these constraints is the principle of relativity, i.e., Poincaré covariance. Poincaré symmetry includes rotations, translations, and Lorentz boosts. In contrast, our NLDE is not a model: it is derived from first principles for a weakly interacting bosonic gas in the presence of a honeycomb optical lattice. We show that Poincaré symmetry is
naturally broken by the nonlinearity inherent in this system. Given that this form of nonlinearity, which depends only on the local condensate density, is one of the most common throughout nature, it is important to recognize that the principle of relativity may be broken by small nonlinearities even at a fundamental level, for example of QED [49, 141]. Thus, we suggest a new direction of investigation in particle physics of possible nonlinearities as well as providing a natural context in artificial solid state systems for the NLDE.

This article is outlined as follows. In Sec. 2.2.1 we provide a rigorous derivation of the NLDE from first principles. In Sec. 2.4 we discuss both discrete and continuous symmetries common to relativistic systems, providing a clear physical interpretation in the present context. Finally, in Sec. 2.5 we conclude.

2.2 The Nonlinear Dirac Equation

2.2.1 Two-Component Spinor Form of the NLDE

The second quantized Hamiltonian for a weakly interacting bosonic gas in two spatial dimensions is

\[
\hat{H} = \int d^2 r \hat{\psi}^\dagger H_0 \hat{\psi} + \frac{g}{2} \int d^2 r \hat{\psi}^\dagger \hat{\sigma}^i \hat{\psi} \hat{\psi}^\dagger \hat{\psi},
\]

(2.1)

\[
H_0 \equiv -\frac{\hbar^2}{2m} \nabla^2 + V(\vec{r}).
\]

(2.2)

The bosonic field operators \( \hat{\psi} = \hat{\psi}(\vec{r}, t) \) obey bosonic commutation relations in the Heisenberg picture. In Eq. (9.1), \( g \equiv 4\pi \hbar^2 a_s / 2m \) is the coupling strength for binary contact interactions with \( a_s \) the s-wave scattering length and \( m \) the atomic mass. The external potential \( V(\vec{r}) \) is a honeycomb lattice formed by standing waves of three sets of counter-propagating laser beams [133]. The atoms experience this potential via the AC Stark effect. We assume that the third spatial dimension is frozen out by a tightly confining potential which is locally harmonic, as in Ref. [74]. Quasiparticle excitations are perturbations around the Dirac points and have energy \( E = \hbar k v_f \) that must be
compared to excitations in the third direction. Excitations along the 2D plane can be made arbitrarily small so that $\hbar k v_f \gg \hbar k_3$, or simply that, $L_{1,2} \gg L_3$; length scales for excitations along the plane must be larger than the vertical trap length.

The honeycomb lattice has two sites in the lattice unit cell. We refer to the resulting two degenerate sublattices as A and B. Expanding in terms of Bloch states belonging to A or B sites of the honeycomb lattice, as shown in Figure 2.1, we can break up the bosonic field operator into a sum over the two sublattices:
\[ \hat{\psi} = \hat{\psi}_A + \hat{\psi}_B, \]  
\[ \hat{\psi}_A \equiv \sum_A \hat{a} e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} u(\vec{r} - \vec{r}_A), \]  
\[ \hat{\psi}_B \equiv \sum_B \hat{b} e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} u(\vec{r} - \vec{r}_B), \]

where \( \hat{a} \) and \( \hat{b} \) are the time-dependent destruction operators at A and B sites respectively and \( \vec{r}_A \) and \( \vec{r}_B \) are the positions of A and B sites respectively. The spatial dependence is then encapsulated outside the operator in the exponential and the functions \( u \). The summation indices indicate sums over A or B sites. Inserting Eq. (9.3) into Eq. (9.1), the Hamiltonian can be rewritten

\[
\hat{H} = \int d^2r \left[ (\hat{\psi}_A^\dagger + \hat{\psi}_B^\dagger) H_0 (\hat{\psi}_A + \hat{\psi}_B) + \frac{g}{2} (\hat{\psi}_A^\dagger + \hat{\psi}_B^\dagger) (\hat{\psi}_A^\dagger + \hat{\psi}_B^\dagger)(\hat{\psi}_A + \hat{\psi}_B)(\hat{\psi}_A + \hat{\psi}_B) \right].
\]  

(2.6)

In the integral over \( H_0 \), imposing the restriction of nearest-neighbor interactions in the tight-binding, lowest band approximation eliminates all A-A and B-B transitions except for on-site kinetic and potential terms; the latter can be neglected as an overall self-energy. Then only integrals involving neighboring A-B sites remain in the sum. Similarly, in the interaction term only on-site terms are non-negligible, i.e., overlap of functions \( u \) belonging to the same site. Specifically, the terms dropped from the summation are integrals of products of four onsite localized wavefunctions with at least one belonging to a different site than the others. They are of the form \( \int d^3r u_0^* u_0^\dagger j u_0^\dagger k \). Since we are performing all calculations in the tight-binding approximation we neglect all such terms unless \( i = j = k = l \). Note that the hopping integral is \( t_h = -\int d^3r u_0^* (\vec{r} - \vec{R}_i) \hat{H}_0 u_0(\vec{r} - \vec{R}_j) \), where \( i \) and \( j \) refer to nearest neighbor sites.

Thus in the tight-binding, lowest band approximation, Eqs. (9.4)-(9.5) are substituted into Eq. (2.6) to yield:
\[ \hat{H} = \int d^2 r \sum_{<A,B>} \left[ \hat{a}^\dagger e^{-i\vec{k}\cdot\vec{r}_A} u(\vec{x}_A) H_0 \hat{a} e^{i\vec{k}\cdot\vec{r}_B} u(\vec{x}_B) + \hat{b}^\dagger e^{-i\vec{k}\cdot\vec{r}_B} u(\vec{x}_B) H_0 \hat{a} e^{i\vec{k}\cdot\vec{r}_A} u(\vec{x}_A) \right] \\
\quad + \sum_A \hat{a}^\dagger \hat{a} \int d^2 r e^{-i\vec{k}\cdot\vec{r}} u(\vec{x}_A) H_0 e^{i\vec{k}\cdot\vec{r}} u(\vec{x}_A) \\
\quad + \sum_B \hat{b}^\dagger \hat{b} \int d^2 r e^{-i\vec{k}\cdot\vec{r}} u(\vec{x}_B) H_0 e^{i\vec{k}\cdot\vec{r}} u(\vec{x}_B) \\
\quad + \frac{g}{2} \sum_A \hat{a}^\dagger \hat{a} \int d^2 r [u(\vec{x}_A)]^4 \\
\quad + \frac{g}{2} \sum_B \hat{b}^\dagger \hat{b} \int d^2 r [u(\vec{x}_B)]^4, \quad (2.7) \]

Isolating the integrals by pulling out all sums and terms not dependent on \( \vec{r} \), Eq. (9.6) becomes

\[ \hat{H} = \sum_{<A,B>} \left[ \hat{a}^\dagger b e^{i\vec{k}\cdot\vec{r}_A} \int d^2 r e^{-i\vec{k}\cdot\vec{r}} u(\vec{x}_A) H_0 e^{i\vec{k}\cdot\vec{r}} u(\vec{x}_B) \\
+ \hat{b}^\dagger a e^{-i\vec{k}\cdot\vec{r}_B} \int d^2 r e^{-i\vec{k}\cdot\vec{r}} u(\vec{x}_B) H_0 e^{i\vec{k}\cdot\vec{r}} u(\vec{x}_A) \right] \]

\[ + \sum_A \hat{a}^\dagger \hat{a} \int d^2 r e^{-i\vec{k}\cdot\vec{r}} u(\vec{x}_A) H_0 e^{i\vec{k}\cdot\vec{r}} u(\vec{x}_A) \\
+ \sum_B \hat{b}^\dagger \hat{b} \int d^2 r e^{-i\vec{k}\cdot\vec{r}} u(\vec{x}_B) H_0 e^{i\vec{k}\cdot\vec{r}} u(\vec{x}_B) \\
+ \frac{g}{2} \sum_A \hat{a}^\dagger \hat{a} \int d^2 r [u(\vec{x}_A)]^4 \\
+ \frac{g}{2} \sum_B \hat{b}^\dagger \hat{b} \int d^2 r [u(\vec{x}_B)]^4, \quad (2.9) \]

Finally, we redefine the spatial integrals in Eq. (9.23) as hopping energy \( t_h \) and interaction energy \( U \), respectively, as is standard for the Hubbard Hamiltonian [142, 143]:

\[ \hat{H} = -t_h \sum_{<A,B>} \left[ \hat{a}^\dagger b e^{i\vec{k}\cdot(\vec{r}_A-\vec{r}_B)} + \hat{b}^\dagger a e^{-i\vec{k}\cdot(\vec{r}_A-\vec{r}_B)} \right] \\
+ \frac{U}{2} \sum_A \hat{a}^\dagger \hat{a} \hat{a} \hat{a} + \frac{U}{2} \sum_B \hat{b}^\dagger \hat{b} \hat{b} \hat{b}, \quad (2.10) \]
The bracketed A and B summation index signifies a sum over nearest-neighbor A and B sites. The terms proportional to $\hat{a}^{\dagger}\hat{a}$ and $\hat{b}^{\dagger}\hat{b}$ just count the total number of atoms in the system, and have been neglected in Eq. (2.10) as an overall constant. Equation (2.10) is the Hubbard Hamiltonian divided into two degenerate sublattices A and B, appropriate to the honeycomb optical lattice.

In order to work towards the nonlinear Dirac equation, we calculate the time evolution of $\hat{a}$ and $\hat{b}$ according to the standard Heisenberg picture prescription. This is similar to the approach taken by Pitaevskii in his landmark paper which first obtained the NLSE, or Gross-Pitaevskii equation [59]. The Heisenberg equation of motion is

$$i\hbar \partial_t \hat{a}_k = [\hat{a}_k, \hat{H}].$$ (2.11)

The operator $\hat{a}_k$, which destroys a boson at site $k$, satisfies the bosonic commutation relation

$$[\hat{a}_k, \hat{a}_k^{\dagger}] = \delta_{kk'}.$$ (2.12)

Then the commutator with the on-site interaction terms reduces to

$$[\hat{a}_k, \hat{a}_k^{\dagger}\hat{a}_k^{\dagger}\hat{a}_k\hat{a}_k] = \hat{a}_k\hat{a}_k^{\dagger}\hat{a}_k^{\dagger}\hat{a}_k\hat{a}_k - \hat{a}_k^{\dagger}\hat{a}_k^{\dagger}\hat{a}_k\hat{a}_k\hat{a}_k.$$ (2.13)

Taking the first product on the right and commuting the furthermost left $\hat{a}$ through according to Eq. (2.12), one finds

$$\hat{a}_k\hat{a}_k^{\dagger}\hat{a}_k^{\dagger}\hat{a}_k\hat{a}_k = 2\hat{a}_k^{\dagger}\hat{a}_k\hat{a}_k + \hat{a}_k^{\dagger}\hat{a}_k^{\dagger}\hat{a}_k\hat{a}_k\hat{a}_k.$$ (2.14)

Substituting Eq. (2.14) into Eq. (2.11) and the Hubbard Hamiltonian Eq. (2.10), one finds
\[ i\hbar \partial_t \hat{a}_k = -t_h \left[ \hat{b}_k e^{i \vec{k} \cdot \vec{\delta}_3} + \hat{b}_{k-n_1} e^{i \vec{k} \cdot \vec{\delta}_1} + \hat{b}_{k-n_2} e^{i \vec{k} \cdot \vec{\delta}_2} \right] + U \hat{a}_k^\dagger \hat{a}_k \hat{a}_k, \tag{2.15} \]

where the first three terms on the right hand side represent transitions from the three B-sites nearest the \( k \)th site of the A sublattice and \( \vec{n}_1 \) and \( \vec{n}_2 \) are primitive cell translation vectors for the reciprocal lattice, as shown in Figure 2.1.

In a similar fashion as Eqs. (2.11)-(2.15), we arrive at the an expression of the same form for the B sublattice,

\[ i\hbar \partial_t \hat{b}_k = -t_h \left[ \hat{a}_k e^{-i \vec{k} \cdot \vec{\delta}_3} + \hat{a}_{k+n_1} e^{-i \vec{k} \cdot \vec{\delta}_1} + \hat{a}_{k+n_2} e^{-i \vec{k} \cdot \vec{\delta}_2} \right] + U \hat{b}_k^\dagger \hat{b}_k \hat{b}_k. \tag{2.16} \]

Continuing to follow Pitaevskii’s method, we next calculate the time rate of change of the expectation value of Eqs. (2.15) and (2.16) with respect to on-site coherent states. A tensor product over sites of such coherent states is also assumed [139]. A more formal, careful treatment of finite number states, rather than coherent states, has been worked out in the literature (see [12] and references therein). Either way, we obtain coupled equations of motion for discrete, on-site, complex-valued amplitudes. For simplicity of notation we take

\[ a_k \equiv \langle \hat{a}_k \rangle, \quad b_k \equiv \langle \hat{b}_k \rangle. \tag{2.17} \]

Inserting the nearest-neighbor vectors \( \vec{\delta}_1, \vec{\delta}_2, \) and \( \vec{\delta}_3 \) in the exponentials in Eqs. (2.15) and (2.16), as shown in Figure 2.1, we obtain

\[ i\hbar \dot{a}_k = -t_h (b_k e^{i \vec{k} \cdot \vec{\delta}_3} + b_{k-n_1} e^{i \vec{k} \cdot \vec{\delta}_1} + b_{k-n_2} e^{i \vec{k} \cdot \vec{\delta}_2}) + U a_k^\dagger a_k, \tag{2.18} \]

\[ i\hbar \dot{b}_k = -t_h (a_k e^{-i \vec{k} \cdot \vec{\delta}_3} + a_{k+n_1} e^{-i \vec{k} \cdot \vec{\delta}_1} + a_{k+n_2} e^{-i \vec{k} \cdot \vec{\delta}_2}) + U b_k^\dagger b_k b_k. \tag{2.19} \]
where $n_1$ and $n_2$ in the indices label the lattice sites in the two directions of the primitive-cell translation vectors $\vec{n}_1$ and $\vec{n}_2$.

The NLDE is derived around the linear band crossings between the A and B sublattices at the Brillouin zone corners [50], called the Dirac cones in the graphene literature [48]. To this end, we insert particular values for the nearest-neighbor displacement vectors $\vec{\delta}$ and evaluate $\vec{k}$ at the Brillouin zone corner, defined by $\vec{k} = K = (0, 4\pi/3)$, $\vec{\delta}_1 = (\frac{1}{2\sqrt{3}}, -\frac{1}{2})$, $\vec{\delta}_2 = (\frac{1}{2\sqrt{3}}, \frac{1}{2})$, $\vec{\delta}_3 = (-\frac{1}{\sqrt{3}}, 0)$. Then Eqs. (2.18)-(2.19) become

$$i\hbar \dot{a}_k = -t_h \left( b_k e^0 + b_{k-n_1} e^{-i2\pi/3} + b_{k-n_2} e^{i2\pi/3} \right)$$
$$+ U a_k^* a_k a_k. \quad (2.20)$$

Reducing the exponentials,

$$i\hbar \dot{a}_k = -t_h \left[ b_k + b_{k-n_1} (-1/2 - i\sqrt{3}/2) \right.$$  
$$\left. + b_{k-n_2} (-1/2 + i\sqrt{3}/2) \right] + U a_k^* a_k a_k. \quad (2.21)$$

In anticipation of taking the long wavelength, continuum limit, as is necessary to obtain the NLDE, we group terms appropriately in order to construct discrete versions of derivatives. We demonstrate this procedure for Eq. (2.20) only, as it is identical in form for Eq. (2.21). Grouping terms in Eq. (2.20),

$$i\hbar \dot{a}_k = -t_h [b_k + (b_k - b_{k-n_1})(1/2 + i\sqrt{3}/2)$$
$$- b_k(1/2 + i\sqrt{3}/2) + (b_k - b_{k-n_2})(1/2 - i\sqrt{3}/2)$$
$$- b_k(1/2 - i\sqrt{3}/2)] + U a_k^* a_k a_k, \quad (2.22)$$

which reduces to

$$i\hbar \dot{a}_k = -t_h [(b_k - b_{k-n_1})(1/2 + i\sqrt{3}/2)$$
$$+ (b_k - b_{k-n_2})(1/2 - i\sqrt{3}/2)] + U a_k^* a_k a_k. \quad (2.23)$$
At this point it is appropriate to elaborate on the meaning of the $c$-valued $a_j$ and $b_j$ in our derivation. To explain the physics here we borrow from the molecular orbital model of graphene. In this language we say that the $\Pi$-bonding and anti-bonding orbitals correspond to the valence and conduction bands respectively. Bringing the system in the vicinity of the Dirac point corresponds to a continuous distortion of the bonding and anti-bonding orbitals where, at the Dirac point, they become indistinguishable. It is standard in the literature to examine perturbations near the Dirac point by linearizing the states in momentum space. This we will also do. But our approach departs from the usual in that we have averaged with respect to coherent states in the tight-binding limit and are thus effectively left with a theory in position space where the fundamental length scale is the lattice spacing. Since Eq. (2.23) results from evaluating our equations at the Dirac point, small perturbations in momentum correspond to long wavelength modes which involve little change in nearby $a_j$ and $b_j$ amplitudes. Since amplitude changes are small on the order of the lattice spacing we can equivalently recast our equation using continuous functions for the onsite amplitudes provided the momentum of the perturbation satisfies the condition that $p \ll h/d$ where $h$ is Planck’s constant and $d$ is the lattice spacing.

Taking the continuum limit and replacing the discrete quantities $a_k$ and $b_k$ by the continuous functions $\psi_A = \psi_A(\vec{r})$ and $\psi_B = \psi_B(\vec{r})$, we arrive at

$$i\hbar \frac{\partial \psi_A}{\partial t} = -t_h \left[ \frac{\partial \psi_B}{\partial n_1} \left( \frac{1}{2} + i\sqrt{3}/2 \right) + \frac{\partial \psi_B}{\partial n_2} \left( \frac{1}{2} - i\sqrt{3}/2 \right) \right] + U\psi_A^* \psi_A \psi_A.$$  (2.24)

where the partial derivatives are in the directions of the unit-cell vectors $\vec{n}_1$ and $\vec{n}_2$. With a little trigonometry we find that the unit-cell vectors are

$$\vec{n}_1 = \cos(\pi/6)\hat{e}_x - \sin(\pi/6)\hat{e}_y = \sqrt{3}/2\hat{e}_x - 1/2\hat{e}_y, \quad (2.25)$$
$$\vec{n}_2 = \cos(\pi/6)\hat{e}_x + \sin(\pi/6)\hat{e}_y = \sqrt{3}/2\hat{e}_x + 1/2\hat{e}_y. \quad (2.26)$$
Up to now the “hat” symbol (accent circumflex) has been reserved for operators alone. However, in Eqs. (2.25)-(2.26) we use this symbol to indicate a unit vector in the $x$ and $y$ directions. Thus

\[
\begin{align*}
\partial_{n_1} &= \vec{n}_1 \cdot \vec{\nabla} = (\sqrt{3}/2)\partial_x - (1/2)\partial_y, \\
\partial_{n_2} &= \vec{n}_2 \cdot \vec{\nabla} = (\sqrt{3}/2)\partial_x + (1/2)\partial_y.
\end{align*}
\] (2.27) (2.28)

Substituting Eqs. (2.27)-(2.28) into Eq. (2.24),

\[
i\hbar \dot{\psi}_A = -t \left[ (\sqrt{3}/2\partial_x - 1/2\partial_y)\psi_B(1/2 + i\sqrt{3}/2) \\
+ (\sqrt{3}/2\partial_x + 1/2\partial_y)\psi_B(1/2 - i\sqrt{3}/2) \right] \\
+ U\psi_A^*\psi_A \psi_A.
\] (2.29)

Further simplification of Eq. (2.29) leads to

\[
i\hbar \dot{\psi}_A = -t \hbar \sqrt{3}/2(\partial_y\psi_B + i\partial_x\psi_B) + U\psi_A^*\psi_A \psi_A \] (2.30)

Similarly, for the continuum limit of $b_k \to \psi_B = \psi_B(\vec{r})$,

\[
i\hbar \dot{\psi}_B = -t \hbar \sqrt{3}/2(-\partial_y\psi_A + i\partial_x\psi_A) + U\psi_B^*\psi_B \psi_B \] (2.31)

Eqs (2.30)-(2.31) are in fact massless Dirac equations with an added nonlinear term. To put this in a more familiar form, we use Pauli matrix notation. To this end, one must rename the coordinate axes so that $x \to y$, and, in order to preserve the handedness of the coordinate system, $y \to -x$. We also reinsert the lattice constant $a$; note that $a$ is unrelated to the s-wave scattering length $a_s$ briefly mentioned in the definition of $g$ following Eq. (9.1). Thus $\partial_x \to \partial_y$ and $\partial_y \to -\partial_x$. Then Eqs. (2.30)-(2.31) become

\[
i\hbar \dot{\psi}_A = -t \hbar a\sqrt{3}/2(\partial_y\psi_B + i\partial_x\psi_B) + U\psi_A^*\psi_A \psi_A, \] (2.32)
\[
i\hbar \dot{\psi}_B = -t \hbar a\sqrt{3}/2(-\partial_y\psi_A + i\partial_x\psi_A) + U\psi_B^*\psi_B \psi_B, \] (2.33)
or in matrix form,

$$i\hbar \begin{pmatrix} \dot{\psi}_A \\ \dot{\psi}_B \end{pmatrix} = \frac{-it a \sqrt{3}}{2} \begin{pmatrix} 0 & \partial_x - i \partial_y \\ \partial_x + i \partial_y & 0 \end{pmatrix} \begin{pmatrix} \psi_A \\ \psi_B \end{pmatrix} + U \begin{pmatrix} \psi_A^* \psi_A \\ \psi_B^* \psi_B \end{pmatrix}. \tag{2.34}$$

We can write Eq. (2.34) more compactly in terms of Pauli matrices \((\sigma_1, \sigma_2) = \vec{\sigma}\),

$$i\hbar \begin{pmatrix} \dot{\psi}_A \\ \dot{\psi}_B \end{pmatrix} = \frac{-it a \sqrt{3}}{2} \vec{\sigma} \cdot \vec{\nabla} \begin{pmatrix} \psi_A \\ \psi_B \end{pmatrix} + U \begin{pmatrix} \psi_A^* \psi_A \\ \psi_B^* \psi_B \end{pmatrix}. \tag{2.35}$$

Equation (2.35) is the NLDE. However, we can make one further step by expressing Eq. (2.35) in a more covariant looking form as follows in \((2+1)\) dimensions:

$$(i\sigma_0 \partial_t + icl \vec{\sigma} \cdot \vec{\nabla}) \begin{pmatrix} \psi_A \\ \psi_B \end{pmatrix} - U \begin{pmatrix} \psi_A^* \psi_A \\ \psi_B^* \psi_B \end{pmatrix} = 0, \tag{2.36}$$

where \(\vec{\sigma}\) and \(\vec{\nabla}\) are restricted to the \(x - y\) plane. In Eq. (2.36),

$$cl \equiv t a \sqrt{3}/2\hbar \tag{2.37}$$

is an effective speed of light of the condensate in the lattice\([144, 145]\) (in graphene it would be replaced with the Fermi velocity \([48]\)). This velocity is an effective speed of light for excitations of the NLDE in our QED\(_{2+1}\) theory. Experimental values of \(cl\) in BECs are on the order of cm/s, ten orders of magnitude slower than the speed of light in a vacuum. Note also that in Eq. (2.36) \(U\) has now absorbed a factor of \(1/\hbar\).

Finally, a few additional definitions lead to a nicely compact form for the NLDE. Let

$$A \equiv \begin{pmatrix} 1 & 0 \\ 0 & 0 \end{pmatrix}, \quad B \equiv \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}, \quad \psi \equiv \begin{pmatrix} \psi_A \\ \psi_B \end{pmatrix}, \quad \bar{\psi} \equiv \begin{pmatrix} \psi_A^* \\ \psi_B^* \end{pmatrix}. \tag{2.38}$$

With the choice of metric which raises and lowers space-time indices restricted to \((2+1)\) dimensions,

$$g^{\mu\nu} = \begin{pmatrix} 1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \tag{2.39}$$

Eq. (2.36) becomes
\[(i\sigma^\mu \partial_\mu - U\overline{\psi} A \psi - U\overline{\psi} B \psi)\psi = 0, \quad (2.40)\]

where the standard Einstein summation rule is in effect, \(\mu \in \{0, 1, 2\}\) in keeping with (2+1) dimensions, and the units are chosen such that \(c_l = 1\).

### 2.3 Maximally Compact Form of the NLDE

In Sec. 2.2 we developed \(\psi\), a two-dimensional complex object which brings to mind one member of a pair of Weyl-spinors in the (1/2,1/2) chiral representation of the Dirac algebra used to describe massless neutrinos in the standard QED\(_{3+1}\) theory. Such a treatment is appropriate for any neutral Dirac fermion viewed in the extreme relativistic frame. In order to make the connection clear we must find the second member of the pair of Weyl-spinors and verify that the mapping is true. A thorough treatment of the mapping of QED\(_{3+1}\) into the QED\(_{2+1}\) theory of graphene is contained in [51] and references therein. We will continue to restrict ourselves to (2+1) dimensions in the following. To this end, we seek to put the NLDE into a form consistent with the standard compact four-component spinor notation for the linear Dirac equation

\[i\gamma^\mu \partial_\mu \Psi = 0. \quad (2.41)\]

We point out that this notation is not only standard but more appropriate if the quasiparticles, i.e., the long-wavelength excitations, develop a non-zero effective mass, as can be caused by lattice distortion [133].

We obtained the NLDE by evaluating the exponentials at the Brillouin Zone corner \(\mathbf{K}_+ = (0, 4\pi/3)\). There is another inequivalent corner, \(\mathbf{K}_- \equiv (0, -4\pi/3)\), near which perturbations in momentum, i.e., long-wavelength quasiparticle excitations, are governed by a similar first-order wave equation. By considering equations of motions derived around both Brillouin corners, we can obtain the four-vector notation. The
coupled equations evaluated at \( K = (0, -4\pi/3) \) are

\[
i\hbar \dot{\psi}_A = -\frac{t_h a \sqrt{3}}{2} (\partial_x + i \partial_y) \psi_B + U \psi_A^* \psi_A \psi_A, \tag{2.42}
\]

\[
i\hbar \dot{\psi}_B = -\frac{t_h a \sqrt{3}}{2} (-\partial_x + i \partial_y) \psi_A + U \psi_B^* \psi_B \psi_B. \tag{2.43}
\]

Following the same steps as before we obtain

\[
i\hbar (\dot{\psi}_B \dot{\psi}_A) = \frac{it_h a \sqrt{3}}{2} \vec{\sigma} \cdot \vec{\nabla} \left( \psi_B \psi_A \right) + U \left( \psi_B^* \psi_B \psi_B \psi_B^* \right). \tag{2.44}
\]

We combine Eqs. (2.44) and (2.35) into one equation involving a single 4-component object and attach \( \pm \) subscripts to the wave functions \( \Psi \) to specify the corner of the Brillouin Zone. The resulting expression is

\[
i \partial_t \begin{pmatrix} \Psi_+ \\ \Psi_-
\end{pmatrix} + i \begin{pmatrix} \vec{\sigma} \cdot \vec{\nabla} & 0 \\ 0 & -\vec{\sigma} \cdot \vec{\nabla} \end{pmatrix} \begin{pmatrix} \Psi_+ \\ \Psi_-
\end{pmatrix} - U \begin{pmatrix} \Psi_+ \\ \Psi_-
\end{pmatrix} = 0. \tag{2.45}
\]

where the nonlinear terms are grouped into the 2-vectors \( \mathbf{N}_+ \) and \( \mathbf{N}_- \) defined by

\[
\mathbf{N}_+ = \begin{pmatrix} (\psi_A^* \psi_A \psi_B^* \psi_B^*)_+ \\ (\psi_B^* \psi_B \psi_A^* \psi_A^*)_+ 
\end{pmatrix}, \quad \mathbf{N}_- = \begin{pmatrix} (\psi_B^* \psi_B \psi_B^* \psi_B^*)_- \\ (\psi_A^* \psi_A \psi_A^* \psi_A^*)_- 
\end{pmatrix} \tag{2.46}
\]

and the four-spinors are given by

\[
\Psi \equiv \begin{pmatrix} \Psi_+ \\ \Psi_-
\end{pmatrix} \equiv \begin{pmatrix} \psi_A^+ \\ \psi_B^+ \\ \psi_B^- \\ \psi_A^-
\end{pmatrix}, \tag{2.47}
\]

\[
\Psi^\dagger \equiv \begin{pmatrix} \Psi_+^* \\ \Psi_-^*
\end{pmatrix} \equiv \begin{pmatrix} \psi_A^* \\ \psi_B^* \\ \psi_B^* \\ \psi_A^*
\end{pmatrix}. \tag{2.48}
\]

Here again the \( \pm \) subscripts refer to the specific corner of the Brillouin zone.

We can reduce Eq. (2.45) to a more compact form by introducing the following 4x4 matrices. Our convention in Eqs. (2.49)-(2.51), in keeping with Ref. [114], is that boldface signifies a 2x2 matrix, excepting the Pauli matrices, which are conventionally
already 2x2.

\[ \Sigma_0 = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix}, \Sigma_1 = \begin{pmatrix} \sigma_x & 0 \\ 0 & -\sigma_x \end{pmatrix}, \Sigma_2 = \begin{pmatrix} \sigma_y & 0 \\ 0 & -\sigma_y \end{pmatrix}, \]  
(2.49)

\[ A_+ = \begin{pmatrix} A & 0 \\ 0 & 0 \end{pmatrix}, A_- = \begin{pmatrix} 0 & 0 \\ 0 & A \end{pmatrix}, \]  
(2.50)

\[ B_+ = \begin{pmatrix} B & 0 \\ 0 & 0 \end{pmatrix}, B_- = \begin{pmatrix} 0 & 0 \\ 0 & B \end{pmatrix}. \]  
(2.51)

The boldface notation \( A \) and \( B \) denote the 2x2 matrices defined in Eq. (2.38). Also, the boldface entries 1 and 0 in the matrices in Eq. (2.46) refer to the 2x2 unit matrix and zero matrix respectively. Then Eq. (2.45) becomes

\[ (i\Sigma^\mu \partial_\mu - U\Psi^\dagger A_+ \Psi A_+ - U\Psi^\dagger B_+ \Psi B_+ - U\Psi^\dagger A_- \Psi A_- - U\Psi^\dagger B_- \Psi B_-)\Psi = 0. \]  
(2.52)

We substitute into Eq. (2.52) the Dirac matrices in the Chiral representation:

\[ \gamma^0 \equiv \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix}, \gamma^1 \equiv \begin{pmatrix} 0 & -\sigma_x \\ \sigma_x & 0 \end{pmatrix}, \gamma^2 = \begin{pmatrix} 0 & -\sigma_y \\ \sigma_y & 0 \end{pmatrix}, \]  
(2.53)

where \( \mu \in \{0, 1, 2\} \) in keeping with (2+1) dimensions, and multiply on the left by \( \gamma^0 \).

Finally, for the nonlinear term we introduce

\[ N \equiv -U\Psi^\dagger \sum_{Q \in A_+, A_-, B_+, B_-} Q\Psi Q. \]

Implementing Dirac matrix notation as described, the NLDE of Eq. (2.52) takes on its final form,

\[ (i\gamma^\mu \partial_\mu + \gamma^0 N)\Psi = 0. \]  
(2.54)

Eq. (2.54) is the most compact form of the massless NLDE in 4-component spinor notation.

2.4 Symmetries and Constraints

The NLDE as expressed by Eq. (2.36) or Eq. (2.40) looks like the Dirac equation for a two-spinor, as stated in the graphene problem [48], with the addition of two
nonlinear on-site interaction terms, one for each A and B sublattice; similarly, the more compact form developed in Sec. 2.3 also appears to be a Dirac equation for a four-component spinor, with an additional term. However, one should not be too hasty in assigning characteristics based on appearances. We therefore make a careful and thorough exploration of the symmetries and other important mathematical properties of the NLDE. In what follows we follow a similar route as in Ref. [114]. First we check the linear version with the delta interactions turned off to ensure that Eq. (2.40) is indeed the massless Dirac equation in (2+1) dimensions with all the necessary symmetries. For each symmetry we then check the nonlinear interaction terms to determine whether they preserve or break the symmetry.

2.4.1 Locality

We do not necessarily require the evolution of the wavefunction as described by an NLDE to be governed by a local theory. A local theory is one in which the terms in the linear equations of motion involve only factors of the wavefunction and its derivatives evaluated at the same space-time coordinate. Nonlocality arises in low energy limits of some quantum field theories. However, the nonlinearity in our NLDE is manifestly local. Thus our NLDE is closer to the standard Dirac equation on the classical level (no quantum effects), modified by the on-site interaction term. In Sec. 2.5 we discuss the possibility of non-local nonlinearities, including for graphene.

2.4.2 Poincaré Symmetry

A Poincaré transformation takes the spatiotemporal point defined by the 4-vector \( r_\nu \) into the point \( r'^\mu \) according to

\[
r'^\mu = \Lambda^{\mu\nu} r_\nu + d^\mu ,
\]

(2.55)

where \( \Lambda^{\mu\nu} \) is the coordinate matrix representation of the Lorentz group and \( d^\mu \) is a space-time translation. The wave function \( \Psi \) transforms as
\[ \Psi'(r') = M(A)\Psi(r), \]

where the matrices \( M(A) \) form a representation of the subgroup of the Lorentz group consisting of spatial rotations and boosts. Boosts can be thought of as rotations in imaginary time by imaginary angles mixing space and time coordinates. We restrict these transformations to \((2+1)\) dimensions. The proof of Lorentz covariance of the standard massless Dirac equation, Eq. (2.41), is arrived at with the aid of the transformations for the wave function and partial derivatives

\[ \frac{\partial}{\partial x_i} = \Lambda_{ji} \frac{\partial}{\partial x_j}. \]

This yields the conditions for the Dirac matrices:

\[ \gamma_j = \Lambda_{ji} M\gamma_i M^{-1}. \]

The standard form of the Dirac matrices obtained this way can be found in the literature [86] and are identical to the results of our theory.

Thus imposing Lorentz covariance on the NLDE as expressed in Eq. (2.54) requires \( \Psi \) to transform under the irreducible representation of a subgroup of SL(2,C), the 2 \( \times \) 2 complex matrices of unit determinant. The four-dimensional representation of SL(2,C), \( D^{(1/2,1/2)} \), is formed by taking the direct product of the two-dimensional representations \( D^{(1/2,0)} \) and \( D^{(0,1/2)} \)

\[ D^{(1/2,1/2)} = D^{(1/2,0)} \otimes D^{(0,1/2)}. \]

This subgroup of SL(2,C) is isomorphic to a subgroup of the Lorentz group, the one obtained by restricting Lorentz transformations to the plane of the honeycomb lattice. So, the upper two components of \( \Psi \) transform as a spinor under \( D^{(1/2,0)} \), the lower two
as a spinor under $D^{(0,1/2)}$, and $\Psi$ itself as a four-component spinor or *bispinor*[146].

The next task is to examine the behavior of $\Psi$, as defined in Eq. (2.48) and governed by Eq. (2.54), under rotations in the $x−y$ plane. In order to obtain Poincaré covariance we must show that it is the same as that of a four-component spinor in the standard Dirac$_{3+1}$ theory restricted to the 2D plane. The honeycomb lattice is invariant under rotations by $\pm2\pi/3$ but the four components of $\Psi$ are also defined by the particular corner of the Brillouin Zone. Since we’re considering a discrete lattice it is natural to discuss discrete rotations which realign lattice points and in the continuum limit map the continuous rotations of QED$_{2+1}$ onto our theory. Rotations by $\pm\pi/3$ exchange A and B sites, and take the theory to that of the opposite $\vec{K}$ point: $\vec{K}_+$ does not go to $\vec{K}_-$ but the result after calculating the relative phase exponentials gives back the same theory. To see this we chose a different primitive unit cell, the one obtained by a rotation of $2\pi/3$ about the $\vec{n}_1, \vec{n}_2$ origin in Fig Figure 2.1. This is because the direction of $\vec{K}_+'$ (defined as $\vec{K}_+$ rotated by $\pi/3$) differs from that of $\vec{K}_-$ by $2\pi/3$. Thus under this discrete rotation

\begin{align*}
    b_k & \to b_{k-2n_1}, \\
    b_{k-n_1} & \to b_{k-n_1-n_2}, \\
    b_{k-n_2} & \to b_{k-n_1}, \\
    a_k & \to a_{k-n_1}, \\
    a_{k+n_1} & \to a_{k-2n_1+n_2}, \\
    a_{k+n_2} & \to a_{k-2n_1}. 
\end{align*}

Also, we observe that

\begin{align*}
    \vec{K}_+’ \cdot \vec{\delta}_3 &= \vec{K}_- \cdot \vec{\delta}_1 \quad (2.66) \\
    \vec{K}_+’ \cdot \vec{\delta}_1 &= \vec{K}_- \cdot \vec{\delta}_2 \quad (2.67) \\
    \vec{K}_+’ \cdot \vec{\delta}_2 &= \vec{K}_- \cdot \vec{\delta}_3. \quad (2.68)
\end{align*}

Putting these together, we obtain
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\[ i\hbar \dot{a}_{k-n_1} = -t_h (b_{k-2n_1} e^{i\vec{K} - \vec{\delta}_1} + b_{k-n_1-n_2} e^{i\vec{K} - \vec{\delta}_2} + b_{k-n_1} e^{i\vec{K} - \vec{\delta}_3}) + U a^*_k a_{k-n_1} a_{k-n_1}, \quad (2.69) \]

\[ i\hbar \dot{b}_{k-2n_1} = -t_h (a_{k-n_1} e^{-i\vec{K} - \vec{\delta}_1} + a_{k-2n_1+n_2} e^{-i\vec{K} - \vec{\delta}_2} + a_{k-2n_1} e^{-i\vec{K} - \vec{\delta}_3}) + U b^*_k b_{k-2n_1} b_{k-2n_1}. \quad (2.70) \]

Now, we redefine the index \( k \): in Eq. (2.69), \( k \rightarrow k + n_1 \), while in Eq. (2.70), \( k \rightarrow k + 2n_1 \). Then

\[ i\hbar \dot{a}_k = -t_h (b_{k-n_1} e^{i\vec{K} - \vec{\delta}_1} + b_{k-n_2} e^{i\vec{K} - \vec{\delta}_2} + b_k e^{i\vec{K} - \vec{\delta}_3}) + U a^*_k a_k a_k \quad (2.71) \]

\[ i\hbar \dot{b}_k = -t_h (a_{k+n_2} e^{-i\vec{K} - \vec{\delta}_1} + a_{k+n_2} e^{-i\vec{K} - \vec{\delta}_2} + a_k e^{-i\vec{K} - \vec{\delta}_3}) + U b^*_k b_k b_k. \quad (2.72) \]

To summarize, a rotation by \( \pi/3 \) which takes \( \vec{K}_+ \rightarrow \vec{K}'_+ \) is identical to the unrotated theory but with \( \vec{K}_+ \rightarrow \vec{K}_- \). Note that the redefinition of the index \( k \) is different for the two equations because old and new primitive cells are related by a rotation. Rotating by \( \pm 2\pi/3 \) exchanges A and B sites once more and returns \( \Psi \) to its original configuration. Since \( \Psi \) has four components, the effect of making one full rotation of \( 2\pi \) is that the components acquire a net phase so that \( \Psi \rightarrow -\Psi \). This Berry phase [128] endows \( \Psi \) with the characteristic double-valuedness of a genuine 4-spinor. However, we must be cautious when discussing chirality and helicity, since we treat \((2+1)\) dimensions and can use only the first two Pauli matrices. As in the \((3+1)\) theory, one can define a pseudo-chirality operator in \((2+1)\) dimensions, \( \gamma^5 \), as the product of the other four \( \gamma \) matrices. In the Weyl, or Chiral, representation we have

\[ \gamma^5 \equiv i\gamma^0 \gamma^1 \gamma^2 \gamma^3 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}, \quad (2.73) \]

where again the boldface indicates a 2x2 submatrix. This is the natural representation for \( \Psi \) in that the NLDE of Eq. (2.54) maps into this representation in a natural way: states of well defined chirality correspond to the upper and lower 2-spinors. Thus the
upper and lower spinors
\[ \Psi_+ \equiv \begin{pmatrix} \psi_+ \\ 0 \end{pmatrix}, \quad \Psi_- \equiv \begin{pmatrix} 0 \\ \psi_- \end{pmatrix} \quad (2.74) \]

are eigenfunctions of \( \gamma^5 \),
\[ \gamma^5 \Psi_+ = \Psi_+, \quad \gamma^5 \Psi_- = -\Psi_. \quad (2.75) \]

The question of Poincaré covariance of the nonlinear Dirac equation remains. We check first coordinate translations. The wave function is required to transform as
\[ \Psi'(r + d) = \Psi(r). \quad (2.76) \]

Thus the nonlinear terms which have two factors of \( \Psi \) are invariant under translations. Under spatial rotations we observe that the interaction terms in the NLDE remain unchanged within the context of the full theory. We include both \( \vec{K}_+ \) and \( \vec{K}_- \) points in the full theory. As for the case of boosts, we note that for the linear equation the components of the wave function transform in accordance with the transformation of the space-time coordinates in their arguments. This is exactly canceled by the reciprocal transformations of the partial derivatives. This is not the case for the nonlinear terms. One has some matrix product with two factors of the wave function.

Thus the nonlinear Dirac equation is not invariant under Lorentz boosts.

For any truly fundamental theory of nature it is demanded that the governing equations be invariant with respect to the Poincaré group. Sometimes this requirement is loosened as in the quantization of gauge theories, when fixing the gauge causes relativistic covariance to be non-manifest. Yet the theory itself certainly remains invariant. Other times the breaking of Poincaré covariance implies that we are dealing with an effective theory in which deeper physical processes are at work. Our case is an example of the latter. By including on-site interactions we break “relativistic” invariance of the linear theory by introducing self-interactions which can be viewed as evidence of “deeper physics” in our two-dimensional universe.
2.4.3 Hermiticity

We require the Hamiltonian be Hermitian in order to guarantee that physically measurable quantities (observables) are real. Thus each term must be independently Hermitian. In particular, we must show that $N^\dagger = N$. The proof follows:

\[
N^\dagger = (U\Psi^\dagger A_+\Psi A_+)^\dagger = U A_+^\dagger \Psi^\dagger A_+ (\Psi^\dagger)^\dagger = U A_+ \Psi^\dagger A_+ \Psi = U \Psi^\dagger A_+ \Psi A_+ = N, \tag{2.77}
\]

where the last two steps work because $A_+$ is real and symmetric. The nonlinear terms are indeed Hermitian.

2.4.4 Current Conservation

Current conservation is expected in ordinary QED for a closed system, i.e., an isolated volume of space. However, most theories of quantum gravity do introduce Lorentz violating terms which bring in charge non-conservation effects. The conserved current for the linear Dirac equation is

\[
j^\mu = \bar{\Psi} \gamma^\mu \Psi, \tag{2.78}
\]

where $\bar{\Psi} \equiv \Psi^\dagger \gamma^0$. We check that this current is also conserved for the NLDE. The 3-divergence of the current in (2+1) spatial dimensions is

\[
\partial_\mu j^\mu = \partial_\mu (\bar{\Psi} \gamma^\mu \Psi) = \partial_\mu (\Psi^\dagger \gamma^0 \gamma^\mu \Psi) = \partial_\mu \Psi^\dagger \gamma^0 \gamma^\mu \Psi + \Psi^\dagger \gamma^0 \gamma^\mu \partial_\mu \Psi = -\partial_\mu \Psi^\dagger \gamma^\mu \gamma^0 \Psi + \Psi^\dagger \gamma^0 \gamma^\mu \partial_\mu \Psi, \tag{2.79}
\]
where $\mu \in \{0, 1, 2\}$ and we have used the anti-commuting properties of the Dirac matrices. Taking the adjoint of the Dirac equation, Eq. (2.41), yields

$$(i\gamma^\mu \partial_\mu \Psi)^\dagger = (-\gamma^0 N \Psi)^\dagger,$$

which implies

$$-\partial_\mu \Psi^\dagger \gamma^\mu = -i \Psi^\dagger N^\dagger \gamma^0.$$  \hspace{1cm} (2.81)

Then the (2+1)-divergence of the current is

$$\partial_\mu j^\mu = -i \Psi^\dagger N^\dagger \gamma^0 \gamma^5 \Psi + \Psi^\dagger \gamma^0 (i\gamma^0 N \Psi) \hspace{1cm} (2.82)$$

$$= -i \Psi^\dagger (N^\dagger - N) \Psi = 0.$$ \hspace{1cm} (2.83)

Thus current is conserved. This is in fact the statement that hermiticity implies current conservation.

### 2.4.5 Chiral Current

The conserved chiral current for the linear Dirac equation is

$$j^\mu_5 \equiv \bar{\Psi} \gamma^\mu \gamma^5 \Psi.$$ \hspace{1cm} (2.84)

Then the (2+1)-divergence of the chiral current is

$$\partial_\mu j_5^\mu = \partial_\mu (\bar{\Psi} \gamma^\mu \gamma^5 \Psi).$$ \hspace{1cm} (2.85)

Following a similar route as in Sec. 2.4.4, we find

$$\partial_\mu j_5^\mu = -i \Psi^\dagger (N \gamma^5 + \gamma^5 N) \Psi$$ \hspace{1cm} (2.86)

where we have used the hermiticity of $N$. This means that in order for chiral current to be conserved we must have

$$\{N, \gamma^5\} = 0,$$ \hspace{1cm} (2.87)

where the curly braces signify the anti-commutator. The anti-commutator is

$$\{N, \gamma^5\} = U \Psi^\dagger A_+ \Psi A_+ \gamma^5 + \gamma_5 U \Psi^\dagger A_+ \Psi A_+.$$ \hspace{1cm} (2.88)
Writing this out in explicit matrix form we find that

\[
\begin{align*}
\{N, \gamma_5\} &= +2N, \quad \text{(2.89)} \\
\{N, \gamma_5\} &= -2N, \quad \text{(2.90)}
\end{align*}
\]

for the ± subscript terms, respectively. Evidently chiral current is not conserved. This fact is reminiscent of the anomalous non-conservation of chiral current in the case of some field theories upon quantization, which is mediated by instantons. It is interesting to consider that our nonlinear terms might be treated as quantum-induced nonlinearities.

2.4.6 Universality

Universality refers to the invariance of a theory under rescaling of the solution. For the case of the linear Dirac equation, \( \Psi \rightarrow \lambda \Psi \) leaves the theory unchanged. Because the nonlinear term in the NLDE contains one factor of \( \Psi \) and one factor of its adjoint, it scales as \( \lambda^2 \), thus breaking the invariance of the nonlinear theory. For a treatment of NLDEs which are universal in this sense, but not relevant to the present solid state system, see Ref. [114].

2.4.7 Discrete Symmetries

2.4.8 Parity

In the case of the standard massless Dirac equation invariance under a parity transformation requires \( \Psi \) to transform as

\[
\Psi \rightarrow \Psi' = \hat{P}\Psi = \gamma^0\Psi,
\]

where, in contrast to the Chiral representation presented in Eq. (2.53), in the Dirac representation

\[
\gamma^0 = \begin{pmatrix} 1 & 0 \\ 0 & -1 \end{pmatrix}.
\]
We proceed to determine if the NLDE remains invariant under the transformation of Eq. (2.91). The parity operator acting on the honeycomb lattice inverts both coordinate axes, $\vec{V} \rightarrow -\vec{V}$, and thus exchanges A and B sites while also exchanging $\vec{K}$-point indices. The transformed linear equations ($U = 0$) are

$$i\gamma^0 \left( \begin{array}{c} \dot{\Psi}_- \\ \dot{\Psi}_+ \end{array} \right) + ic_l \left( \begin{array}{cc} -\vec{\sigma} \cdot \vec{\nabla} & 0 \\ 0 & \vec{\sigma} \cdot \vec{\nabla} \end{array} \right) \gamma^0 \left( \begin{array}{c} \Psi_- \\ \Psi_+ \end{array} \right) = 0. \quad (2.93)$$

Interchanging upper and lower spinors we obtain the equivalent form

$$i \left( \begin{array}{c} \dot{\Psi}_+ \\ \dot{\Psi}_- \end{array} \right) + ic_l \left( \begin{array}{cc} \vec{\sigma} \cdot \vec{\nabla} & 0 \\ 0 & -\vec{\sigma} \cdot \vec{\nabla} \end{array} \right) \left( \begin{array}{c} \Psi_+ \\ \Psi_- \end{array} \right) = 0. \quad (2.94)$$

Thus the linear equations are invariant under the Parity operator. Next we check the nonlinear term in the NLDE. With the transformed nonlinear term added to Eq. (2.93) we obtain

$$i \left( \begin{array}{c} \dot{\Psi}_- \\ -\dot{\Psi}_+ \end{array} \right) + ic_l \left( \begin{array}{cc} -\vec{\sigma} \cdot \vec{\nabla} & 0 \\ 0 & \vec{\sigma} \cdot \vec{\nabla} \end{array} \right) \left( \begin{array}{c} \Psi_- \\ -\Psi_+ \end{array} \right) - U \left( \begin{array}{c} N_- \\ -N_+ \end{array} \right) = 0, \quad (2.95)$$

which after similar steps as above gives us back the NLDE. Therefore parity is a symmetry of the nonlinear Dirac equation. Parity is conserved in standard QED and also in the theory of the strong interactions, but violated by weak interactions. We are dealing with a theory which resembles QED and thus in order to reap the benefits from that theory it is certainly desirable that ours retains parity invariance.

### 2.4.9 Charge Conjugation

In order to maintain symmetry under charge conjugation one requires the nonlinear term to transform as

$$(\gamma^0 N)' = \hat{C} \gamma^0 N^* \hat{C}^{-1}, \quad (2.96)$$

where in the chiral representation
\[ \hat{C} = \gamma^1 \]

and the wavefunction transforms in the standard way

\[ \Psi \rightarrow \gamma^1 \gamma^0 \Psi^T. \]  \hfill (2.97)

We determine if the NLDE maintains this symmetry. Let \( F \) be one of the nonlinear terms. Then

\[ (\gamma^0 N)' = (\gamma^1 \gamma^0 \Psi^T)^+ A_+ (\gamma^1 \gamma^0 \Psi^T) A_+ \]
\[ = \Psi^T \gamma^0 \gamma^1 A_+ \gamma^1 \gamma^0 \Psi^* A_+ \]  \hfill (2.98)

Also, we have

\[ \hat{C} \gamma^0 N^* \hat{C}^{-1} = \gamma^1 \gamma^0 (\Psi^T A_+ \Psi A_+)^+ \gamma^1 \]
\[ = \gamma^1 \gamma^0 \Psi^T A_+ \Psi^* A_+ \gamma^1 \]  \hfill (2.99)

Thus the NLDE breaks charge conjugation symmetry.

### 2.4.10 Time Reversal

The usual time reversal \( t \rightarrow -t \) requires that \( \Psi \) transform as

\[ \Psi \rightarrow \Psi' = \hat{\Theta} \Psi = i \gamma^1 \gamma^3 \Psi , \]  \hfill (2.100)

where \( \hat{\Theta} \) is the time-reversal operator and

\[ i \gamma^1 \gamma^3 = \begin{pmatrix} -\sigma_y & 0 \\ 0 & -\sigma_y \end{pmatrix} , \]  \hfill (2.101)

In our theory the intrinsic effect of time reversal is to change the direction of momentum so that \( \vec{K} \) points are switched without exchanging A and B indices. Combining these effects, we determine whether or not the linear part of the NLDE, i.e., the linear Dirac equation, remains invariant:
\[-i\frac{\partial}{\partial t} \gamma^1 \gamma^3 \left( \frac{\Psi_-}{\Psi_+} \right) + ic_l \left( \frac{\tilde{\sigma} \cdot \nabla}{0} \right) \left( \frac{\Psi_-}{\Psi_+} \right) = 0 \quad (2.102)\]

Then

\[-i\frac{\partial}{\partial t} \left( \frac{\Psi_+}{\Psi_-} \right) + ic_l \left( \frac{\tilde{\sigma} \cdot \nabla}{0} \right) \left( \frac{\Psi_+}{\Psi_-} \right) = 0. \quad (2.103)\]

The appearance of the negative sign in front of the time derivative indicates that these are the equations satisfied by the negative energy solutions, or holes. Thus time reversal takes the equations describing electrons into holes and those for holes into electrons but keeps the overall theory invariant. We proceed to consider the nonlinear term. With the transformed nonlinear term we obtain

\[-i\frac{\partial}{\partial t} \left( \frac{\Psi_+}{\Psi_-} \right) + ic_l \left( \frac{\tilde{\sigma} \cdot \nabla}{0} \right) \left( \frac{\Psi_+}{\Psi_-} \right) - iU \left( \frac{N_+}{N_-} \right) = 0. \quad (2.104)\]

Here we see that the interaction term has acquired a factor of \(i\) so the NLDE is not invariant under time reversal. Thus, as we see in the standard model of particle physics, CP and T are not conserved independently but CPT is conserved. A note on CPT: although it is believed that CPT is a manifest symmetry in nature, charge conservation, parity, and time reversal may be individually violated under various circumstances within the standard model of elementary particles. For example, the theory of neutral kaons violates CP. It would be interesting to investigate how our theory fits into these special cases of symmetry violation, given that parity and time-reversal symmetries are maintained while charge conjugation is not.

2.5 Discussion and Conclusions

The nonlinear Dirac equation we have presented introduces a completely new class of nonlinear phenomena in Bose-Einstein condensates. Although our work is related to graphene, in that the BEC is taken to be trapped on a honeycomb lattice, we have
switched bosons for fermions. The form of the nonlinearity is then a natural physical result of binary interactions between bosons. In fact, it is a spinor generalization of the kind of nonlinearity one finds in the nonlinear Schrödinger equation, i.e., proportional to the local condensate density. The same equation will occur for light subject to a Kerr nonlinearity when propagating through a photonic crystal with a honeycomb lattice structure [147–149]. Numerical solutions to these equations should be tractable using methods discussed in the literature [150–152].

We showed that the NLDE breaks Poincaré covariance, and therefore the principle of relativity. This suggests that small nonlinearities of this form could be looked for by such symmetry breaking in a variety of systems where Dirac or Dirac-like equations apply. For instance, even for fermions there is a small mean field effect. We could just as easily have considered ultra-cold fermions on an optical lattice. This would appear at first sight to be the exact analog of graphene; however, our work shows that Poincaré covariance will be broken by mean field effects, even if on a small level. Indeed, for graphene one should expect similar effects due to Coulomb interactions. The latter nonlinearity can be expected to be non-local due to the power law behavior of $1/r$ for the Coulomb potential, just as dipole-dipole interactions between ultra-cold atoms lead to a non-local nonlinear Schrödinger equation in a 3D continuum (in 2D dipole-dipole interactions, which have a power law of $1/r^3$, are local). Thus, in graphene, we make the conjecture that there is a non-local nonlinear correction term to the massless Dirac equation which breaks Poincaré covariance. Similar corrections can be looked for in quantum electrodynamics under the proper circumstances [141]. All generalizations of the scalar nonlinear Schrödinger equation relevant to BECs are candidates for generalized nonlinear Dirac equations. For example, pseudospin structure leads to a vector NLSE. One can therefore anticipate a vector NLDE as well.
We have thoroughly explored both continuous and discrete symmetries of the NLDE. In particular, we showed that pseudo-chiral current is not conserved, the NLDE is not covariant under Lorentz boosts, and it breaks charge conjugation as well as time reversal symmetry. On the other hand, the NLDE is hermitian, local, conserves current, and is symmetric under parity. In a future work we will treat soliton and vortex solutions of the NLDE, as a first step towards a complete classification of nonlinear relativistic phenomena in BECs.
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CHAPTER 3
FOUNDATIONAL TOPICS IN THE NONLINEAR DIRAC EQUATION: SPINOR FORMALISM, SPIN-STATISTICS, LAGRANGIAN ANALYSIS, AND REDUCTION TO THE NONLINEAR SCHröDINGER EQUATION

3.1 Introduction

Having established the basic foundation of the NLDE, we turn now to several topics which help understand the physics of the NLDE. Two key questions arise: first, that the BEC background for the NLDE must acquire properties of a spin-1/2 space, since the geometric phase is a natural consequence of the continuum theory near a Dirac point. Such phase structure also implies the possibility of non-standard statistics for quasi-particles. Indeed, quasi-particles in a BEC are collective states, and need not be bound by the same physical properties of the fundamental constituent bosons. In our case, we will see that quasi-particles in the NLDE background possess a non-trivial spin structure and obey fermionic statistics.

Lagrangian analysis provides a deeper understanding of the structure of partial differential equations in addition to shedding light on the vortex and soliton structure of a system. In this chapter we construct the classical Hamiltonian for the NLDE, and use this to derive the Lagrangian by the standard method. Qualitative analysis of the Lagrangian will help us understand the nature of relativistic vortices. We investigate the classical energy functional approach as well, and determine the structure of the effective potential and investigate the classical fixed points. Any type of NLDE should be reducible to some type of NLSE, often the standard cubic form plus additional correction terms. We derive the NLSE from the NLDE by considering low
energy fluctuations in a symmetric background where both spinor components at a single Dirac point are equal, $|\delta \psi_B|^2 \simeq |\delta \psi_A|^2$, but with an extreme asymmetry in the fluctuations, i.e., $|\delta \psi_{B,t}|^2 \ll |\delta \psi_{A,x}|^2$. Solitons in the 1D case are obtained and analyzed, as well as quantized vortices for the 2D case.

In addition to the topics above, we present a review of basic spinor theory and interpret this in the context of the honeycomb lattice. We also present a study of the behavior of the nonlinearity of the NLDE under Lorentz transformations.

### 3.2 The Spin-Statistics Theorem and Honeycomb Lattice Elementary Excitations

The physics of particles in (2+1)-dimensions is unique in that collective states may exhibit drastically different properties than their constituent particles. Total wavefunctions may acquire fractional phase values (fractional statistics) upon interchange of pairs of particles. Particles which exhibit such behavior are known as anyons, with the term semion reserved for the special case of half-integer multiples of $\pi$ accumulated upon interchange. This phenomenon may be interpreted within a basic quantum mechanical picture as well as at the level of relativistic field theory. The effect may be illustrated using a simple path integral picture in which exchange of two particles involves a braiding of paths in configuration space. The key point is that in (2 + 1)-dimensions, a particular configuration of a given winding cannot be smoothly deformed into another so that the number of windings involved places many-particle states into topological classes. The relative phase winding which distinguishes one particular topological state from another need not be integer valued [153].

To illustrate this at the field theory level we start with a few general assumptions and provide only a sketch, where specific details may be found in Ref. [153]. The main assumption is that we work in a (2 + 1)-dimensional space-time with a field possessing conserved current, i.e., with a vanishing 4-divergence, and that we examine only the long-wavelength physics. At the level of the action the reduced dimensionality
restricts the types of terms which may appear, the conserved current condition means that the field may be expressed as the curl of some gauge field, and restricting to long distances allows one to omit more complicated higher order derivative terms from the model. The dynamics of the gauge field then appears as a Chern-Simons term with the usual form of a product of gauge field and derivative. The Chern-Simons term in (2+2)-dimensions is an example of a topological field theory for which certain invariant quantities may be computed independent of the particular form of the gauge field. This means that integrating over the curvature 2-form, for example, of the gauge bundle (the strength of the gauge field) reduces to a topological invariant, a number which describes the configuration of the field at spatial infinity, where the space is homeomorphic to $S^1$. Such invariants correspond to vortex configurations of the gauge field, specifically the phase winding, which may endow the particle with a fractional charge or fractional exchange statistics. If in addition, we add a scalar field to our model, and couple this to the Chern-Simons field, the resulting low-energy effective theory obtained by integrating out either the gauge field or the scalar field returns us to a Chern-Simons theory for the dressed scalar or gauge field. This method of trading one theory for an alternative perspective, the dressed scalar or the dressed gauge perspective, constitutes a duality. The work of Seradjeh and Franz [154], and Ryu et. al. [155], provide concrete realizations of these concepts for graphene-like systems.

The phenomenon of non-standard exchange statistics may be treated within the framework of differential topology, using the theory of fiber bundles with connections. Letting $(E, \pi, M, F, G)$ be a fiber bundle with typical fiber $F$ (more compactly $E \xrightarrow{\pi} M$), the differentiable manifolds $E$ and $M$ are the total space and base space, respectively, $\pi : E \rightarrow M$ defines a surjection called the projection from the total space to the base space, and the Lie group $G$ is the structure group acting on the fiber $F$. In physics the fiber at a point of the base space $p \in M$, denoted by $F_p$, is usually
taken to be either a real vector space, \( F_p \in \mathbb{R}^n \), with structure group \( GL(n, \mathbb{R}) \) as in the case of the tangent bundle \( T_p M \); a complex vector space, \( F_p \in \mathbb{C}^n \), with structure group \( GL(n, \mathbb{C}) \); or a vector space whose elements form a spinor representation of the spin group, \( F_p \in \text{Spin}(n) \), the universal covering group of \( SO(n) \).

The structure group maps the fiber \( F_p \) into the neighboring fiber \( F_{p'} \) isomorphically through what are called transition functions, whose values are taken in the structure group. The process of smoothly patching together neighboring fibers is specified by the particular form of the local transition functions and may lead to interesting non-trivial global topological structure such as fractional statistics. As we shall see, this is what happens in the case of long-wavelength excitations of a BEC in a honeycomb lattice where quasi-particles obey fermionic statistics to first order in the particle interactions.

The connection between spin and statistics arises naturally in our study of the BEC with Dirac points. We will see that the bi-partite structure of the honeycomb lattice endows the condensate wavefunction with a geometric phase, or Berry phase, so that a spinor formulation becomes necessary as is quite familiar from the study of electrons in graphene. The presence of a geometric phase endows the condensate with a non-trivial topological structure and has a direct effect on low-energy quasi-particle statistics. We can see how this works by taking a path integral point of view which shows that the condensate splits into topologically distinct sectors corresponding to different numbers of windings taken between two localized states (vortices). Moreover, this topological structure is only a feature of the continuum limit theory where energies are infinitesimal compared to the characteristic energy of the lattice scale. It is easy to see that as long as the coordinate exchange of two states involves smooth, slowly varying paths which remain within the continuum regime, there will be no ambiguity regarding the net accumulated phase for that particular exchange process. We find that quasi-particles obey fermionic statistics even though the fundamental
constituents are bosons.

The Berry phase associated with a rotation in the plane has a significant consequence for correlators involving pairs of quasi-particle operators. To illustrate this, we define the quasi-particle operator \( \hat{\phi} \equiv \sum_j (\hat{u}_j - \hat{v}_j) \), where \( \hat{u}_j \) (\( \hat{u}_j^\dagger \)) and \( \hat{v}_j \) (\( \hat{v}_j^\dagger \)) destroy (create) quasi-particles in the spinor states \( u_j \equiv (u_{j,A}, u_{j,B})^T \) and \( v_j \equiv (v_{j,A}, v_{j,B})^T \), respectively. In a field theory formulation, these operators become quantum fields whose Lagrangian is given by,

\[
\mathcal{L} = \int d^3r \bar{\Phi} (\gamma^\mu \partial_\mu - M) \Phi,
\]

where we have concatenated the spinors into one structure, \( \Phi \equiv (u, v) \), and indicated the expanded space by the unit operator. The matrix \( M \) contains the interaction terms proportional to the particle interaction \( U \) in addition to the terms proportional to \( \mu \pm E_j \), where \( \mu \) is the chemical potential of the BEC and \( E_j \) are the quasi-particle eigenenergies. The “mass” term in Eq. (3.40) is not Lorentz invariant but accumulates an extra term, under a Lorentz transformation, proportional to \( U^2 \) which comes from the transformation properties of the \( \mid \Psi_{A(B)} \rangle^2 \) factors in \( M \). Thus, to first order in \( U \), \( \mathcal{L} \) is Lorentz invariant. Now, consider the vacuum-to-vacuum correlation function \( \langle 0 | \Phi(r) \Phi(r') | 0 \rangle \) where \( r \) and \( r' \) are the \((2 + 1)\)-dimensional space-time coordinates for two quasi-particle excitations. By analytic continuity, a spatial rotation is equivalent to one involving time since our theory is CPT invariant \[52\]. This means that a change in the order of the fields inside the correlation function is equivalent to exchanging the spatial positions of \( r \) and \( r' \) which gives an extra factor of \( -1 \) from the geometric phase. In essence, the spin-statistics theorem allows us to identify time-reordering with spatial exchange in the plane which then ties the operator algebra to the geometric phase \[156–159\]. We can then deduce the anti-commuting property for quasi-particles,
\[ \langle 0 | \Phi(r) \Phi(r') + \Phi(r') \Phi(r) | 0 \rangle = 0. \quad (3.2) \]

Equation 3.2 is the canonical commutation relation for fermions, which holds to first order in the interaction \( U \).

### 3.3 Spinor Formalism in the Dirac Equation

In the following analysis we present a review of the basic theory of the Dirac equation and a physical lattice interpretation of Dirac spinors.

#### 3.3.1 Energy Versus Chiral Representation

The Dirac equation was originally solved in the Dirac basis for a free particle of mass \( m \) in the form

\[
\begin{align*}
    p_0 \Phi(x) &= \vec{\sigma} \cdot \vec{p} \chi(x) + m \Phi(x) \\
    p_0 \chi(x) &= \vec{\sigma} \cdot \vec{p} \Phi(x) - m \chi(x),
\end{align*}
\]

where \( \Phi \) and \( \chi \) are 2-component spinors: the positive and negative energy 2-spinors respectively. This is also called the energy representation because each 2-spinor is a pure positive or negative energy state. For a massless particle these become

\[
\begin{align*}
    p_0 \Phi(x) &= \vec{\sigma} \cdot \vec{p} \chi(x) \\
    p_0 \chi(x) &= \vec{\sigma} \cdot \vec{p} \Phi(x).
\end{align*}
\]

For a particle with 4-momentum \( (E, \vec{p}) \) the solutions are (apart from a normalization factor)

\[
\psi_1 = e^{i (\vec{p} \cdot \vec{r} - E t) \left( \begin{array}{c} 1 \\ 0 \\ \frac{p_x}{E} \\ \frac{p_x + ip_y}{E} \end{array} \right) }, \quad \psi_2 = e^{i (\vec{p} \cdot \vec{r} - E t) \left( \begin{array}{c} 0 \\ 1 \\ \frac{p_x - ip_y}{E} \\ \frac{p_x}{E} \end{array} \right) },
\]

\[(3.7)\]
\[
\psi_3 = e^{-i(\vec{p} \cdot \vec{r} - Et)} \begin{pmatrix} \frac{p_x}{E} \\ \frac{p_x + ip_y}{E} \\ 1 \\ 0 \end{pmatrix}, \quad \psi_4 = e^{-i(\vec{p} \cdot \vec{r} - Et)} \begin{pmatrix} \frac{p_x - ip_y}{E} \\ 0 \\ 1 \end{pmatrix},
\]

(3.8)

where \( \Phi \) and \( \chi \) are the upper and lower 2-spinors respectively and it should be noted here that they are not helicity eigenstates. \( \psi_1 \) and \( \psi_2 \) are the positive energy solutions and \( \psi_3 \) and \( \psi_4 \) are the negative energy solutions. We get a different form for the 2-spinor equations (3) and (4) if we instead use the chiral representation for the Dirac matrices from the start. We then obtain

\[
p_0 \Psi_R(x) = \vec{\sigma} \cdot \vec{p} \Psi_R(x) \quad (3.9)
\]

\[
p_0 \Psi_L(x) = -\vec{\sigma} \cdot \vec{p} \Psi_L(x). \quad (3.10)
\]

The subscripts here are used to emphasize that these 2-spinors are in fact helicity eigenstates. Now we arrive at the form of the equations we first derived for the linear Dirac equation in graphene where equations identical to (9) and (10) were obtained (if \( p_z = 0 \)) for \( K_+ \) and \( K_- \) corners of the Brillouin zone respectively. Recalling the identification

\[
\Psi_R = \Psi_+ = \begin{pmatrix} \psi_{A+} \\ \psi_{B+} \end{pmatrix} \quad (3.11)
\]

and,

\[
\Psi_L = \Psi_- = \begin{pmatrix} \psi_{B-} \\ \psi_{A-} \end{pmatrix}. \quad (3.12)
\]

Now we find the plane wave solutions to be

\[
p_0 \begin{pmatrix} \psi_{A+} \\ \psi_{B+} \end{pmatrix} = \vec{\sigma} \cdot \vec{p} \begin{pmatrix} \psi_{A+} \\ \psi_{B+} \end{pmatrix},
\]

(3.13)

\[
p_0 \begin{pmatrix} \psi_{B-} \\ \psi_{A-} \end{pmatrix} = -\vec{\sigma} \cdot \vec{p} \begin{pmatrix} \psi_{B-} \\ \psi_{A-} \end{pmatrix}. \quad (3.14)
\]
The solutions we seek are of the form (first for $K_+$ and positive energy)

\[
\psi_{A+}(\vec{r}) = e^{i(\vec{p} \cdot \vec{r} - Et)} \tilde{\psi}_{A+} \\
\psi_{B+}(\vec{r}) = e^{i(\vec{p} \cdot \vec{r} - Et)} \tilde{\psi}_{B+}.
\] (3.15)

(3.16)

We thus obtain the result

\[
E \tilde{\psi}_{A+} = p_x \tilde{\psi}_{B+} - ip_y \tilde{\psi}_{B+} \\
E \tilde{\psi}_{B+} = p_x \tilde{\psi}_{A+} + ip_y \tilde{\psi}_{A+}.
\] (3.17)

(3.18)

With $\tilde{\psi}_{A+} = 1$ we get

\[
\tilde{\psi}_{B+} = \frac{E}{p_x - ip_y},
\] (3.19)

similarly at the $K_-$ point with $\tilde{\psi}_{B-} = 1$ we get

\[
\tilde{\psi}_{A-} = -\frac{E}{p_x - ip_y}.
\] (3.20)

The positive-energy helicity eigenstates are

\[
\Psi_1 = e^{i(\vec{p} \cdot \vec{r} - Et)} \begin{pmatrix} 1 \\ \frac{p_x + ip_y}{E} \\ 0 \\ 0 \end{pmatrix}, \quad \Psi_2 = e^{i(\vec{p} \cdot \vec{r} - Et)} \begin{pmatrix} 0 \\ 0 \\ 1 \\ \frac{p_x + ip_y}{-E} \end{pmatrix}
\] (3.21)

where $\Psi_1$ and $\Psi_2$ are the positive and negative helicity eigenstates respectively. In a similar way we find the negative energy helicity eigenstates to be

\[
\Psi_3 = e^{i(\vec{p} \cdot \vec{r} + Et)} \begin{pmatrix} 1 \\ \frac{p_x + ip_y}{-E} \\ 0 \\ 0 \end{pmatrix}, \quad \Psi_4 = e^{i(\vec{p} \cdot \vec{r} + Et)} \begin{pmatrix} 0 \\ 0 \\ 1 \\ \frac{p_x + ip_y}{E} \end{pmatrix}
\] (3.22)

where $\Psi_3$ and $\Psi_4$ are positive and negative helicity states respectively. Let us interpret the components in terms of the relative A and B sublattice excitations. Looking at the components we see that the absolute value of the relative phase between adjacent
A and B sites is the same for positive and negative energies but the sign is opposite. This can be understood by thinking about the shape of the wavefunctions as we tune the lattice momentum away (increasing) from the corner of the Brillouin zone. In the state that was the conduction state (when \( k \) is slightly less than \( K_+ \)) the relative phase between A and B sublattices continues to decrease (lowering its energy) while for the state that was the valence state the opposite is true. But looking at the components of \( \Psi_1 \) and \( \Psi_3 \) this is not what we see: the relative phase \( \phi \) (comparing the components 1 and \( (p_x + ip_y)/E \) we see that \( \tan \phi = p_y/p_x \) for \( \Psi_1 \)) becomes more negative for one state and more positive for the other but is always equal in magnitude. This is because \( \phi \) measures the relative phase from the perspective of the reset zero point of momentum, ie. K-point, or equivalently relative phase between A and B sublattices.

In (21) and (22) we see the symmetry between the chiral 2-spinors that comprise the upper and lower parts of these solutions: in terms of the 2-spinors, exchanging \( K_+ \) and \( K_- \) points has the same effect as changing the sign of the energy. This is certainly familiar from Standard Model physics since a neutrino with positive helicity can be viewed as an anti-neutrino with negative helicity moving in the opposite direction. How do we interpret this in terms of excitations of the A and B sublattices? For a given \( k \) (\( K_+ \) or \( K_- \)) and ordering of phase (positive energy or negative energy), if we simply take \( K_+ \) to \( K_- \) then we will have the opposite ordering of phase (relative to the orientation of the new k value) and so to preserve the state we can simply then switch the ordering of phase by taking \( E \) to \(-E\). Or simply that a quasi-particle with energy \( E \) propagating in the positive direction originates from the same branch of the spectrum as its antiparticle with energy \(-E\) propagating in the opposite direction.

### 3.3.2 Lorentz Non-Covariance of the NLDE

Here we check the Lorentz transformation properties of the nonlinear term of the NLDE. The nonlinear terms in the NLDE are
\[
\gamma^0 U \Psi^\dagger (r_\mu) \sum_{Q \in A_+, A_-, B_+, B_-} Q \Psi (r_\mu) Q.
\] (3.23)

In order to maintain Lorentz covariance any additional terms to the standard Dirac equation must form contractions in space-time indices in such a way as to result in Lorentz scalars; these are by definition the invariant objects under Lorentz transformations: any factors of gamma matrices must have their space-time indices contracted with other gamma matrices or with the space-time derivatives and any factors of \( \Psi \) must be contracted as \( \bar{\Psi} \Psi \) where \( \bar{\Psi} = \Psi^\dagger \gamma^0 \). The bilinear terms in our equation are not independently, nor taken together, the contraction of two Lorentz 4-vectors. Let us develop this more thoroughly starting with the linear Dirac equation for a particle of mass \( m \). Using the notation and approach taken in Bjorken and Drell we can show that under a Lorentz transformation the Dirac equation becomes

\[
\left[ i \hbar S(a) \gamma^\mu S^{-1}(a) a^\nu_\mu \frac{\partial}{\partial x^\nu} - mc \right] \psi'(x') = 0.
\] (3.24)

We arrive at this expression by inserting the Lorentz transformed wavefunction,

\[
\psi(x) = S^{-1}(a) \psi'(x'),
\] (3.25)

and the transformed partial derivatives where the \( a^\nu_\mu \) are the Lorentz transformation matrices for coordinates and \( S(a) \) are the transformation matrices acting on the components of the wavefunction induced by the \( a^\nu_\mu \). Next we left multiplying by \( S(a) \).

The purpose behind this step is to keep the mass term in an explicitly invariant form since we know that the mass does not change under a Lorentz transformation. The prime on the coordinates indicates the Lorentz transformed coordinates but we must also allow for the mixing of the components of the wavefunction under a Lorentz transformation thus \( \psi(x) \rightarrow \psi'(x') \). From this we see that in order for the Dirac equation to have the same form in the transformed frame it must be that
\[ S(a)\gamma^\mu S^{-1}(a)a^\nu_{\mu} = \gamma^\nu. \] (3.26)

Note that if we contract both sides using the Lorentz transformations we get

\[ S(a)\gamma^\mu S^{-1}(a)a^\nu_{\mu}a^\sigma_{\nu} = \gamma^\nu a^\sigma_{\nu} \] (3.27)

or,

\[ S(a)\gamma^\mu S^{-1}(a)\delta^\sigma_{\mu} = \gamma^\nu a^\sigma_{\nu} \] (3.28)

\[ \Rightarrow S(a)\gamma^\sigma S^{-1}(a) = \gamma^\nu a^\sigma_{\nu}. \] (3.29)

This expresses the property that a Lorentz transformation of the \( \gamma \) matrices from the point of view of the matrix indices (the left hand side) is equivalent to a Lorentz transformation on the space-time indices using the space-time matrices \( a^\nu_{\mu} \): the \( \gamma \)'s form a 4-vector with respect to their space-time indices.

Since the transformed \( \gamma \) matrices must still obey the same Clifford algebra (the same anti-commutation rules) it can be shown that they must be related to the untransformed \( \gamma \)'s by a unitary transformation thus we leave the right hand side unprimed. By working from the infinitesimal proper Lorentz transformations we can get the form for finite transformations \( S(a) \)

\[ \psi'(x') = S\psi(x) = \exp\left(-\frac{i}{4}\omega_{\mu\nu}I^n_{\mu\nu}\right)\psi(x). \] (3.30)

Here \( I^n_{\mu\nu} \) is the 4x4 space-time matrix for a unit Lorentz rotation about the axis in the direction labeled \( n \) and the \( \sigma_{\mu\nu} \) are given by \( \sigma_{\mu\nu} = \frac{i}{2} [\gamma_{\mu}, \gamma_{\nu}] \). Also, the Lorentz rotation angle or rapidity is defined in terms of the relative velocity by \( \tanh(\omega) = v/c \).

Now let us see what happens when we return to our problem. In our NLDE we have no mass term but four nonlinear terms. Let us focus on one of the nonlinear
terms. By following the steps above we see that the first nonlinear term transforms like

$$\gamma^0\Psi(x)A_+\Psi(x)A_+ \rightarrow S\gamma^0\Psi'(x')(S^{-1})^\dagger A_+S^{-1}\Psi'(x')A_+S^{-1}. \quad (3.31)$$

These two expressions do not have the same form. The $A_+$ matrices in the untransformed term have the effect of picking out the first element of $\Psi$ and leaving zeros for the other elements so that in the end there are no mixed products of components in any of the nonlinear terms. The transformed expression, on the other hand, is a complicated mixing of components of $\Psi'(x')$. In particular we see that since $S^{-1}$ is itself a Lorentz transformation, the effect of multiplying $\Psi'(x')$ by $A_+S^{-1}$ (in the full equation) is not to simply pick out the first element of $\Psi'(x')$ (as was the case for $A_+$ acting on $\Psi$), but here instead $A_+S^{-1}\Psi'(x')$ results in a column vector whose first element is a mixture of all the elements of $\Psi'(x')$ where the exact form of the mixed term is determined by the specific choice of Lorentz rotation angle in $S^{-1}$.

As an example let us see what happens when we apply a Lorentz boost in the positive x-direction. Then,

$$S^{-1}\Psi'(x') = \exp\left(\frac{i}{2}\omega\sigma_{01}\right)\Psi'(x'), \quad (3.32)$$

where we compute in the chiral representation

$$\sigma_{01} = \frac{i}{2} [\gamma_0, \gamma_1] \quad (3.33)$$

$$= -\frac{i}{2} [\gamma^0, \gamma^1] \quad (3.34)$$

$$= -\left( \begin{array}{cc} \sigma_x & 0 \\ 0 & -\sigma_x \end{array} \right). \quad (3.35)$$

Back substituting, expanding the exponential, separating and regrouping even and odd power terms we get
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\[ A_+ S^{-1} \Psi'(x') = A_+ \left\{ -\cos(\omega/2) \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} - i\sin(\omega/2) \begin{pmatrix} \sigma_x & 0 \\ 0 & -\sigma_x \end{pmatrix} \right\} \Psi'(x'). \] (3.36)

Expanding out the right hand side completely gives

\[ A_+ S^{-1} \Psi'(x') = (-1) \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \times \begin{pmatrix} \cos(\omega/2) & i\sin(\omega/2) & 0 & 0 \\ i\sin(\omega/2) & \cos(\omega/2) & 0 & 0 \\ 0 & 0 & \cos(\omega/2) & -i\sin(\omega/2) \\ 0 & 0 & -i\sin(\omega/2) & \cos(\omega/2) \end{pmatrix} \begin{pmatrix} \psi'_{A+} \\ \psi'_{B+} \\ \psi'_{B-} \\ \psi'_{A-} \end{pmatrix} \]

\[ = \begin{pmatrix} -\cos(\omega/2) -i\sin(\omega/2) & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{pmatrix} \begin{pmatrix} \psi'_{A+} \\ \psi'_{B+} \\ \psi'_{B-} \\ \psi'_{A-} \end{pmatrix} \]

\[ = \begin{pmatrix} -\cos(\omega/2)\psi'_{A+} - i\sin(\omega/2)\psi'_{B+} \\ 0 \\ 0 \\ 0 \end{pmatrix}. \] (3.37)

As we expect, a Lorentz boost in the chiral representation does not mix chiral states. Only components within each chiral 2-spinor get mixed. The point in all this is that in one frame, the unprimed frame here, it is possible to define sublattice wavefunctions which remain well defined but in the primed frame if we try to define sublattice wavefunctions, they will mix in time due to the nonlinear terms: the NLDE is not Lorentz invariant.

### 3.4 Lagrangian and Energy Functional of the Nonlinear Dirac Equation

In this section, we obtain insights into the nonlinear solutions by casting the NLDE into a Lagrangian form. We follow this by analyzing the corresponding energy functional theory.
3.4.1 Lagrangian Analysis

Before we obtain exact vortex solutions to the nonlinear Dirac equation it is helpful to study the theory at the Lagrangian level in order to gain insight into the underlying principles as well as acquire a qualitative sense of the kinds of solutions to expect. The nonlinear Dirac equation for the components of a two-spinor is

\[ i \psi_{A,t} + i \hbar c_l (\partial_x - i \partial_y) \psi_B - U |\psi_A|^2 \psi_A = 0 \]  
\[ i \psi_{B,t} + i \hbar c_l (\partial_x + i \partial_y) \psi_A - U |\psi_B|^2 \psi_B = 0. \]  

These are the Euler-Lagrange equations to the Lagrangian density

\[ \mathcal{L} = i (\psi_A^* \dot{\psi}_A + \psi_B^* \dot{\psi}_B) + i \hbar c_l [\psi_A^* (\partial_x - i \partial_y) \psi_B + \psi_B^* (\partial_x + i \partial_y) \psi_A] - \frac{U}{2} (|\psi_A|^4 + |\psi_B|^4), \]  

where Eqs. (3.38)-(3.39) are obtained through the prescription

\[ \partial_\mu \left( \frac{\delta \mathcal{L}}{\delta \psi^{*}_{A,\mu}} \right) + \frac{\delta \mathcal{L}}{\delta \psi^{*}_A} = 0. \]  

The positive sign on the second term is correct, since we are taking functional derivatives with respect to the conjugate of the field and it’s derivatives. The more common approach is to differentiate the Lagrange density with respect to the field and it’s derivatives and take the conjugate of the resulting equations afterwards. This leads to the same result. Eq.(3.40) describes the dynamics of two self-interacting, scalar, bosonic fields coupled through the spatial derivative terms with interaction strength $U$ and $c_l$ is the characteristic speed. The Hamiltonian density can be derived using the formula

\[ \mathcal{H} = \pi_A \psi_{A,t} + \pi_B \psi_{B,t} - \mathcal{L}, \]  
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where $\pi_A$ and $\pi_B$ are the canonical momenta associated with $\psi_A$ and $\psi_B$ respectively. These are defined in the usual way:

$$\pi_j = \frac{\delta L}{\delta \psi_{j,t}} , \quad (3.43)$$

where $j$ labels the field, $A$ or $B$ sublattice in our theory. We get,

$$H = -i \hbar c_l \psi^*_A (\partial_x - i \partial_y) \psi_B - i \hbar c_l \psi^*_B (\partial_x + i \partial_y) \psi_A + \frac{U}{2} (|\psi_A|^4 + |\psi_B|^4). \quad (3.44)$$

Returning to the Lagrangian, in plane polar coordinates it is

$$L = i (\psi^*_A \psi_A + \psi^*_B \psi_B)_t + i \hbar c_l \left[ \psi^*_A e^{i\theta} (\partial_r - i \frac{1}{r} \partial_{\theta}) \psi_B + \psi^*_B e^{-i\theta} (\partial_r + i \frac{1}{r} \partial_{\theta}) \psi_A \right]$$

$$- \frac{U}{2} (|\psi_A|^4 + |\psi_B|^4). \quad (3.45)$$

For static (time-independent) classical solutions, and for strong interactions, we may write

$$L = U \left[ \frac{i \hbar c_l}{U} \psi^*_A e^{i\theta} (\partial_r - i \frac{1}{r} \partial_{\theta}) \psi_B + \frac{i \hbar c_l}{U} \psi^*_B e^{-i\theta} (\partial_r + i \frac{1}{r} \partial_{\theta}) \psi_A - \frac{1}{2} (|\psi_A|^4 - |\psi_B|^4) \right]. \quad (3.46)$$

A qualitative analysis of this expression tells us that for $U$ large and attractive ($|U| \gg \hbar c_l$, $U < 0$), the quartic interactions dominate and the fields minimize their energy by forming regions of high density. For a normalized field, this is best done by forming single solitons. In a dynamic sense, the kinetic terms become costly as the forming soliton becomes more condensed and the field gradient increases sharply. The minimal solution may find a stable point in field space by staggering one field with the gradient of the other $\psi_A > 0$, $\psi_{B,x} < 0$ so that the the kinetic terms help to further lower the energy. This describes a bright vortex/soliton pair configuration for the two spinor components. We must be careful though in our claim that $|U| \gg \hbar c_l$, since $c_l$ contains the lattice spacing $a$, we must impose a more stringent restriction: specifically that
$|U| \gg t_h$. The reason for this is that the mean field equations that we want to solve are only valid so long as we are in the quasi-particle domain, i.e., wavelengths that are large compared to the lattice spacing.

For the case where $U$ is large and repulsive and assuming a finite two-dimensional box with the usual normalization conditions, the contact interaction is always positive where the field strength is non-vanishing and the tendency is for the condensate to lower its energy by finding the most favorable combination of fields and gradients that forces the kinetic terms to be negative. The formation of a local region with large spatial variation in the fields on an otherwise uniform positive energy background describes a dark vortex/soliton pair. It may also be energetically favorable for the condensate to develop a multitude of such configurations, close enough spatially, so that the moduli of the fields oscillate in some spin texture pattern. This type of arrangement describes a skyrmion texture.

More generally, we may seek stationary solutions with characteristic energy $\hbar \omega$. These are not necessarily ground states of the theory. Time derivatives in the Lagrangian in Eq. (3.45) get replaced by multiplication by $-i\omega$ so that we have

$$
\mathcal{L} = \omega \left( |\psi_A|^2 + |\psi_B|^2 \right) - \hbar c_l \left[ \psi_A^* e^{i\theta} \left( \partial_r - \frac{i}{r} \partial_\theta \right) \psi_B - \psi_B^* e^{-i\theta} \left( \partial_r + \frac{i}{r} \partial_\theta \right) \psi_A \right] - \frac{U}{2} \left( |\psi_A|^4 + |\psi_B|^4 \right).
$$

Uniform solutions are possible and obtained by setting the derivatives terms to zero. The Hamiltonian density for these states is

$$
\mathcal{H} = \frac{U}{2} (|\psi_A|^4 + |\psi_B|^4).
$$

This is just the field theory representation for uniform density, single particle states with energy.
\[ E_A = \omega = \frac{U}{2} |\psi_A|^4, \quad \text{Eq. (3.49)} \]
\[ E_B = \omega = \frac{U}{2} |\psi_B|^4 \quad \text{Eq. (3.50)} \]
\[ \Rightarrow |\psi_A|^2 = |\psi_B|^2 = \sqrt{\frac{2 \omega}{U}}. \quad \text{Eq. (3.51)} \]

Let us look at small fluctuations of these spatially uniform stationary states. To do this, we can substitute the ansatz \( \psi_A = e^{-i\omega t}v_A(r,t) \) and \( \psi_B = e^{-i\omega t}v_B(r,t) \) in Eq. (3.45), where \( \hbar \omega \) is the energy of the uniform background field density, and,

\[
\mathcal{L} = \omega |v_A|^2 + iv_A^* v_{A,t} + \omega |v_B|^2 + iv_B^* v_{B,t} \\
+ i\hbar c_l v_A^* e^{i\theta}(\partial_r - i \frac{1}{r} \partial_\theta) v_B + i\hbar c_l v_B^* e^{-i\theta}(\partial_r + i \frac{1}{r} \partial_\theta) v_A - \frac{U}{2}(|v_A|^4 + |v_B|^4).
\]

The Hamiltonian density for the fields \( v_A \) and \( v_B \) is given by

\[
\mathcal{H} = -i \hbar c_l v_A^* e^{i\theta}(\partial_r - i \frac{1}{r} \partial_\theta) v_B - i\hbar c_l v_B^* e^{-i\theta}(\partial_r + i \frac{1}{r} \partial_\theta) v_A \\
- \omega (|v_A|^2 + |v_B|^2) + \frac{U}{2}(|v_A|^4 + |v_B|^4).
\]

The potential energy density for \( v_A \) is

\[
\mathcal{P} \mathcal{E}_A = -\omega |v_A|^2 + \frac{U}{2} |v_A|^4. \quad \text{Eq. (3.54)}
\]

Decomposing \( v_A \) in terms of it’s amplitude and phase, \( v_A = \sqrt{\rho_A} e^{i\phi_A} \), as expected, we see that the ground states lie at the minima of (3.54)

\[
v_{A,0} = \sqrt{\frac{\omega}{U}} e^{i\phi_A}. \quad \text{Eq. (3.55)}
\]

The ground state is infinitely degenerate parametrized by the phase \( \phi_A \). An identical result occurs for the other spinor component \( v_B \).
As with the simplest model of a field theory with broken symmetry, $\phi^4$ theory in two spatial dimensions, our theory admits solutions with topologically nontrivial structures whose phase winds around the boundary at spatial infinity. Stable states are then characterized by an integer winding number. We should note that these two-dimensional vortices do not have finite energy as we shall soon show, and that the total energy diverges logarithmically consistent with Derrick’s theorem. Luckily this problem can be handled by introducing an outside gauge potential that couples to the vortex and conveniently cancels the infinite part of the vortex energy. Thus a divergent global vortex in $(2 + 1)$-dimensions is rendered finite when promoted to a gauged vortex theory.

Physically, the result that we have found here is easy to understand. We could think of starting with a spatially uniform stationary state with total energy $\omega$, and adding a small local perturbation to it. The perturbation does not run away because of the repulsive self-interaction (the outside slope of the Lagrangian potential term), nor does it collapse due to the local support of the ambient non-zero background (the inside slope of the potential). Another more interesting scenario is when the correction to the uniform field cannot be accessed by perturbations but is itself a topologically stable excited state whose phase wraps around the circle at infinity so that a zero point of the nonuniform part of the field must exist where the unwrapping of the phase occurs. These are the vortex solutions that we have already discussed.

### 3.4.2 Energy Functional Analysis for Relativistic Vortices

We can obtain map of the energy landscape for a vortex configuration by eliminating the angular dependence in the energy functional that gives the NLDE as a variational extremum and then identifying the effective potential energy. If we assume the vortex/soliton form $\psi_A = i e^{-i\theta} F(r)$, $\psi_B = G(r)$, then the total energy is given by
\[
E = \int_0^R dr \left[ -\hbar c_l \, F'G' + \hbar c_l \, G'F' + V_{\text{eff}}(F,G) \right],
\]

where,

\[
V_{\text{eff}} = \frac{\mu^2}{2U} \left( \frac{U}{\mu} F^2 - 1 \right)^2 + \frac{\mu^2}{2U} \left( \frac{U}{\mu} G^2 - 1 \right)^2 + \hbar c_l \frac{G F}{r} - \frac{\mu^2}{U} + \mu N.
\]

We regulate the energy by introducing an upper cutoff \( R \). Evidently the \( FG' \) and \( GF' \) terms indicate an attractive force for configurations where \( \text{sgn}(FG') > 0 \) and \( \text{sgn}(F'G) < 0 \) respectively. In the \( F,G \)-plane the centripetal term in \( V_{\text{eff}} \) dominates for small \( r \) and forms a saddle point at the origin (of the \( F,G \)-plane) becoming singular when \( r = 0 \). Because of the saddle-point, points on the \( F \) and \( G \) axes have zero potential energy but are unstable. If we want to study solutions that begin at the saddle-point, i.e., \( F(0) = G(0) = 0 \), or on the \( G \)-axis, say, near the saddle-point, we must include the full contribution from the kinetic terms. In fact, we see that a path in the \( G \)-axis defined by \( p(t) = t \hat{e}_G, \ 0 < t < t_f \), will change the total energy by \( \Delta E = c_l t_f F'(0) \). This can be made arbitrarily large and negative by adjusting the value of \( F' \) at \( r = 0 \). The \( V \)-landscape flattens rapidly as \( r \) increases from zero so that it may be possible to attempt a solution for which \( F(0) = 0, F'(0) < 0, \) and \( G(0) > 0 \). For large \( r \), \( F' \) and \( G' \) must go to zero and the centripetal term becomes negligible so that \( V_{\text{eff}} \) has nine extrema, two of which are absolute minima for the total energy \( E \). The absolute minima occur at the points \( P \) and \( P' \) given by \( P(G,F) = (-q,q) \) and \( P'(G,F) = (q,-q) \) where we define \( q > 0 \). To determine the value of \( q \), we can differentiate Eq.(3.57) and solve for minima in the usual manner. We then expect one of the stable solutions to start at \( F(0) = 0, G(0) > 0 \) and approach \( F(\infty) = -q, G(\infty) = q \) and the other so start at \( F(0) = 0, G(0) < 0 \) and approach \( F(\infty) = q, G(\infty) = -q \). These describe a bright soliton at the core of a vortex where the soliton approaches a non-zero value for large \( r \). We obtain the
following asymptotic (large $r$) critical points for $V_{\text{eff}}$ in the $F,G$-plane:

- $(\sqrt{\mu/U}, \sqrt{\mu/U})$ - local minimum
- $(\sqrt{\mu/U}, 0)$ - saddle point
- $(\sqrt{\mu/U}, -\sqrt{\mu/U})$ - local minimum
- $(-\sqrt{\mu/U}, \sqrt{\mu/U})$ - local minimum
- $(-\sqrt{\mu/U}, 0)$ - saddle point
- $(-\sqrt{\mu/U}, -\sqrt{\mu/U})$ - local minimum
- $(0, \sqrt{\mu/U})$ - saddle point
- $(0, -\sqrt{\mu/U})$ - saddle point
- $(0, 0)$ - local maximum

The two stable solutions begin at $(0, \pm G)$, where $G > 0$, and flow asymptotically $(r, 0 \to \infty)$ towards the stable fixed points $(\mp \sqrt{\mu/U}, \pm \sqrt{\mu/U})$, respectively, for which the determinant of the Hessian of $V_{\text{eff}}$ is positive.

3.5 Reduction of the Time-Dependent NLDE to the Time-Dependent NLSE with Correction Terms

In certain limits it is possible to reduce the NLDE to a NLSE which differs from the usual version by some additional correction terms. To reduce the massless nonlinear Dirac equation to the usual nonlinear Schrödinger equation with a small additional correction term, we consider an ansatz for classical low-energy fluctuations near a stable stationary state solution of the massless nonlinear Dirac equation and show that these fluctuations reduce to a nonlinear Schrödinger equation.
3.5.1 One-Dimensional Case

Working in one spatial dimension, solutions of the NLDE can be chosen as such that

\[ \psi(x, t) = e^{-i\omega_0 t} \begin{pmatrix} \psi_A(x, t) \\ \psi_B(x, t) \end{pmatrix}. \]  

(3.58)

Here we have factored out the common frequency component. The equations of motion become

\[ \omega_0 \psi_A + i\psi_{A,t} = -i\psi_{B,x} + U|\psi_A|^2\psi_A \]  

(3.59)

\[ \omega_0 \psi_B + i\psi_{B,t} = -i\psi_{A,x} + U|\psi_B|^2\psi_B, \]  

(3.60)

where the component fields are understood to be functions of \( x \) and \( t \) and spatial and time derivatives are indicated by the appropriate subscripts on the fields. Equation (9.5) can be written as

\[ \psi_B = -i \frac{(\psi_{B,t} + \psi_{A,x})}{(\omega_0 - U|\psi_B|^2)}. \]  

(3.61)

We then assume the following approximations

1. \( |\psi_B|^2 \simeq |\psi_A|^2 \)  

(3.62)

2. \( |\psi_{B,t}| \ll |\psi_{A,x}| \)  

(3.63)

3. \( |U| \ll \omega_0 \).  

(3.64)

Equation (3.61) reduces to

\[ \psi_B \simeq -i\psi_{A,x} \left( \omega_0 - U|\psi_A|^2 \right)^{-1}. \]  

(3.65)

\[ \psi_B \simeq \frac{i}{\omega_0} \psi_{A,x} \left( 1 + \frac{U}{\omega_0}|\psi_A|^2 + \text{h.c.} \right). \]  

(3.66)

Substituting this back into Eq. (9.4) gives us
\[ i\psi_{A,t} \simeq -\frac{1}{\omega_0} \psi_{A,xx} \left( 1 + \frac{U}{\omega_0} |\psi_A|^2 \right) - \frac{1}{\omega_0} \left( 1 + \frac{U}{\omega_0} |\psi_A|^2 \right)' \psi_{A,x} \]
\[ -\omega_0 \left( 1 - \frac{U}{\omega_0} |\psi_A|^2 \right) \psi_A , \quad (3.67) \]

which reduces to

\[ i\psi_{A,t} \simeq \]
\[ -\frac{1}{\omega_0} \psi_{A,xx} + U|\psi_A|^2 \psi_A - \frac{U}{\omega_0^2} \left( |\psi_A|^2 \psi_{A,xx} + |\psi_{A,x}|^2 \psi_A + \psi_A^* \psi_{A,x}^2 \right) - \omega_0 \psi_A. \quad (3.68) \]

This is the nonlinear Schrödinger modified by the addition of two extra terms: one proportional to the interaction constant \( U \); the other proportional to the frequency common to both spinor components. We can recombine some of the terms to get

\[ i\psi_{A,t} \simeq \]
\[ -\frac{1}{\omega_0} \psi_{A,xx} + (U|\psi_A|^2 - \omega_0) \psi_A - \frac{U}{\omega_0^2} \left( |\psi_A|^2 \psi_{A,xx} + |\psi_{A,x}|^2 \psi_A + \psi_A^* \psi_{A,x}^2 \right) . \quad (3.69) \]

The reduction of the NLDE to the NLSE relies on our initial ansatz where we have factored out the time dependence common to both component fields. The physical significance of this step is that we are starting from a massless nonlinear Dirac equation so, in a sense, we are extracting a portion of the total energy to act as the particle mass in the reduced equation.

### 3.5.2 Topological Solitons

We may seek stationary solutions to Eq. (3.70)

\[ \psi_A(x,t) = e^{i\omega' t} v(x) , \quad (3.70) \]

which, upon substitution into Eq. (3.70), gives us the time independent NLSE

\[ -\omega' v = -\frac{1}{\omega_0} v_{xx} + (U|v|^2 - \omega_0) v - \frac{U}{\omega_0^2} \left( |v|^2 v_{xx} + |v_x|^2 v + v^* v_x^2 \right) , \quad (3.71) \]
or,
\[ \frac{1}{\omega_0} v_{xx} + (\omega_0 - \omega' - U|v|^2) v + \frac{U}{\omega_0^2} (|v|^2 v_{xx} + |v_x|^2 v + v^* v_x^2) = 0. \] (3.72)

We may construct the Lagrangian that approximately describes Eq. (3.69) and obtain
\[ \mathcal{L} = i\bar{\psi}_A \psi_{A,t} - \frac{1}{\omega_0} |\psi_{A,x}|^2 - U|\psi_A|^4 + \omega_0 |\psi_A|^2 - \frac{U}{\omega_0^2} |\psi_A \psi_{A,x}|^2. \] (3.73)

This is the usual Lagrangian density for the NLSE but with the last two terms on the right hand side added as corrections. If we compute the corresponding Euler-Lagrange equations, we find that we are missing the second term of the correction in Eq. (3.69). Nevertheless, we proceed along this path since the omitted term is small.

The appearance of the positive “mass” term (fourth term on the r.h.s) indicates the possibility for interesting dynamics analogous to the phenomenon of spontaneous symmetry breaking in \( \phi^4 \) field theory. We can cast the Lagrangian density into a form that is standard in quantum field theory
\[ \mathcal{L} = i\bar{\psi}_A \psi_{A,t} + \frac{1}{m^2} |\psi_{A,x}|^2 - m^2 |\psi_A|^2 - U|\psi_A|^4 - \frac{U}{m^4} |\psi_A \psi_{A,x}|^2 \] (3.74)
\[ = i\bar{\psi}_A \psi_{A,t} + \frac{1}{m^2} |\psi_{A,x}|^2 - m^2 |\psi_A|^2 - V(\psi_A, \psi_{A,x}), \] (3.75)
where we have defined the potential
\[ V(\psi_A, \psi_{A,x}) = \lambda_1 |\psi_A|^4 + \lambda_2 |\psi_A \psi_{A,x}|^2, \] (3.76)
and the mass and couplings are given by
\[ m^2 = -\omega_0, \] (3.77)
\[ \lambda_1 = U, \] (3.78)
\[ \lambda_2 = U/m^4. \] (3.79)
At low energies the dominant terms are the mass term and potential terms. Since \( \lambda_2 \ll \lambda_1 \) the potential \( V \) is almost independent of \( \psi_{A,x} \) and we expect that good approximations to the ground states can be found by minimizing the quantity

\[
P(\psi_A, \psi_{A,x}) = m^2 |\psi_A|^2 + U |\psi_A|^4 + \frac{U}{m^4} |\psi_A \psi_{A,x}|^2 \quad (3.80)
\]

\[
\simeq m^2 |\psi_A|^2 + U |\psi_A|^4 \quad (3.81)
\]

\[
= -\omega_0 |\psi_A|^2 + U |\psi_A|^4. \quad (3.82)
\]

Now we express \( \psi_A \) in terms of density and phase fields \( \psi_A = \psi e^{i\phi} \), where \( \psi \) and \( \phi \) are functions of \( x \) and \( t \), then we have

\[
P = -\omega_0 \psi^2 + U \psi^4, \quad (3.83)
\]

where minimizing for positive values of \( U \) gives

\[
P' = -2\omega_0 \psi_0 + 4U \psi_0^3 = 0, \quad (3.84)
\]

\[
\Rightarrow \psi_0 = \pm \sqrt[3]{\frac{\omega_0}{2U}}. \quad (3.85)
\]

The \( U(1) \) symmetry is broken and we interpret the ground state in terms of a massive mode: \( \tilde{\psi} = \psi - \psi_0 \); and a massless mode: \( \tilde{\phi} = \phi - \phi_0 \), where \( \phi_0 \) is an arbitrary fixed phase. To see this we simply make the substitution

\[
\psi = \psi_0 + \tilde{\psi} \equiv a + \tilde{\psi} \quad (3.86)
\]

\[
\phi = \phi_0 + \tilde{\phi} \equiv b + \tilde{\phi} \quad (3.87)
\]

into Eq. (3.74). In one spatial dimension we cannot construct topologically nontrivial solutions (static, nonzero energy solutions). This is because if we choose different constant moduli for \( x \sim -\infty \) and \( x \sim +\infty \), the form of the solution for finite \( x \) is not forced to have any spatial variation (thus additional energy from the kinetic term) since it costs nothing to unwind such a state by simply rotating the phase. In contrast, for illustration, if we take \( \psi \) to be real we remove one field dimension so that
the spatial and field space have dimension-one and $\psi$ can be nontrivially “wrapped” around $x$. For the moment we neglect the correction term proportional to $U/m^4$ and the minima of the potential are at the constants found in Eq. (3.85). Continuing with the case of a real field, the energy functional can be constructed by examining the Lagrange density. We find

$$E = \int dx \left[ \frac{1}{2} \frac{\partial}{\partial t} \left( \psi^2_A \right) - \frac{1}{m^2} \left( \frac{\partial \psi_A}{\partial x} \right)^2 + m^2 \psi^2_A + U \psi^4_A + \frac{U}{m^4} \psi^2_A \left( \frac{\partial \psi_A}{\partial x} \right)^2 \right]. \tag{3.88}$$

Classical solutions are ones which minimize the total energy so we are free to add a constant to Eq. (3.90); this will make the solutions more transparent. In addition, we seek static solutions so we can assume the field to have only spatial dependence

$$E = \int dx \left[ - \frac{1}{m^2} \left( \frac{d\psi_A}{dx} \right)^2 + m^2 \psi^2_A + U \psi^4_A + \frac{m^4}{4U} \psi^2_A \left( \frac{d\psi_A}{dx} \right)^2 \right], \tag{3.89}$$

$$E = \int dx \left[ - \frac{1}{m^2} \left( \frac{d\psi_A}{dx} \right)^2 + U \left( \psi^2_A + \frac{m^2}{2U} \right)^2 + \frac{U}{m^4} \psi^2_A \left( \frac{d\psi_A}{dx} \right)^2 \right]. \tag{3.90}$$

For weak interactions, the term proportional to $U/m^4$ is small so one approach is to neglect this term and find an exact solution to the resulting static field equation. An appropriately parameterized form of this exact solution may then be substituted back into Eq. (3.90), where the minimized total energy yields the minimal values of the parameters. The static field equation is

$$\frac{1}{2m^2} \frac{d^2 \psi_A}{dx^2} + U \left( \psi^2_A + \frac{m^2}{2U} \right) \psi_A = 0. \tag{3.91}$$

Multiplying both sides by the derivative of $\psi_A$ gives

$$\frac{1}{2m^2} \frac{d^2 \psi_A}{dx^2} \frac{d\psi_A}{dx} + U \left( \psi^2_A + \frac{m^2}{2U} \right) \psi_A \frac{d\psi_A}{dx} = 0, \tag{3.92}$$

or, more compactly stated,
\[
\frac{d}{dx}\left[ \frac{1}{4m^2} \left( \frac{d\psi_A}{dx} \right)^2 + \frac{U}{4} \left( \psi_A^2 + \frac{m^2}{2U} \right)^2 \right] = 0. \tag{3.93}
\]
This can be integrated to give (setting the integration constant to zero)
\[
\frac{1}{m^2} \left( \frac{d\psi_A}{dx} \right)^2 + U \left( \psi_A^2 + \frac{m^2}{2U} \right)^2 = 0. \tag{3.94}
\]
Then we have
\[
\frac{d\psi_A}{dx} = \pm \sqrt{\omega_0 U} \left( \psi_A^2 - \frac{\omega_0}{2U} \right), \tag{3.95}
\]
\[
\psi_A = \pm \sqrt{\omega_0 U} dx, \tag{3.96}
\]
\[
d \left( \sqrt{\frac{2U}{\omega_0}} \psi_A \right) \left[ 1 - \left( \sqrt{\frac{2U}{\omega_0}} \psi_A \right)^2 \right] = \pm \omega_0 dx, \tag{3.97}
\]
\[
\Rightarrow \tan^{-1} \left( \sqrt{\frac{2U}{\omega_0}} \psi_A \right) = \pm \frac{\omega_0}{\sqrt{2}} x. \tag{3.98}
\]
Finally, we get
\[
\psi_A(x) = \sqrt{\frac{\omega_0}{2U}} \tanh \left( \pm \frac{\omega_0}{\sqrt{2}} x \right). \tag{3.99}
\]
We may write this in terms of the constant value of the field at infinity, Eq. (3.85),
\[
\psi_A(x) = \psi_0 \tanh \left( \pm \sqrt{2U} \psi_0^2 x \right). \tag{3.100}
\]
The positive and negative signs in Eq. (3.107) refer to kink and anti-kink solutions that interpolate between the two inequivalent ground states, for \( x \to \pm \infty \), in Eq. (3.85).

3.5.3 Soliton Energy

The energy density for this solution can be calculated by substituting Eq. (3.107) into Eq. (3.90) while neglecting the term proportional to \( U/m^6 \). We obtain
\[ E = \frac{\omega_0^2}{2U} \sech^4 \left( \frac{\omega_0}{\sqrt{2}} x \right). \] (3.101)

Integrating to get the total energy,

\[ E = \frac{\omega_0^2}{2U} \int_{-\infty}^{+\infty} dx \sech^4 \left( \frac{\omega_0}{\sqrt{2}} x \right) \] (3.102)
\[ = \frac{\sqrt{2} \omega_0}{2U} \int_{-\infty}^{+\infty} dx \sech^4 (x) \] (3.103)
\[ = \frac{\sqrt{2} \omega_0}{2U} \int_{-\infty}^{+\infty} dx \left[ \sech^2 (x) - \sech^2 (x) \tanh^2 (x) \right] \] (3.104)
\[ = \frac{2\sqrt{2} \omega_0}{3U}. \] (3.105)

We can see the effect of the neglected term in Eq. (3.90) by noticing that it can be regarded as a nonlinear rescaling of the mass in the quadratic term of the potential (nonlinear in that the scaling factor involves the mass itself). The energy functional can be written

\[ E = \int dx \left\{ -\frac{1}{m^2} \left( \frac{d\psi_A}{dx} \right)^2 + \left[ 1 + \frac{U}{m^6} \left( \frac{d\psi_A}{dx} \right)^2 \right] m^2 \psi_A^2 + U \psi_A^4 \right\}. \] (3.106)

The factor \( U/m^6 \) is negative and, assuming \( |U/m^6| \ll 1 \), has the effect of reducing the strength of the negative mass term, effectively lowering the central peak of the so-called "mexican hat" potential. The important fact of the presence of the square of the derivative in this same term means that this modification only takes place in the region where the solution is making the transition from one ground state to the other but does not affect the asymptotic form of the solution. The net effect is that it is less costly for the solution to interpolate more slowly between the different ground states, extending through the central bump of the potential over a greater spatial distance.
A variational approach can be used to get an approximate solution when including the extra term in the potential. We try the simplest ansatz by rescaling the argument of the solution Eq. (3.107)

\[ \psi_A(x) = \sqrt{\frac{\omega_0}{2U}} \tanh \left( \frac{a \omega_0}{\sqrt{2}x} \right). \]  

(3.107)

If we substitute this into Eq. (3.90) and using \( m^2 = -\omega_0 \), we can expect the integral to converge since the constant \( m^4/4U \) has been added to the energy density. When integrated, this term renders the total energy finite. We obtain

\[
E(a) = \frac{\sqrt{2}(a^2 + 1)\omega_0}{4aU} \int_{-\infty}^{+\infty} dx \operatorname{sech}^4(x) + \frac{\sqrt{2}a\omega_0}{8U} \int_{-\infty}^{+\infty} dx \operatorname{sech}^4(x) \tanh^2(x) \]  

(3.108)

\[
E(a) = \frac{\sqrt{2}(a^2 + 1)\omega_0}{3aU} + \frac{\sqrt{2}a\omega_0}{8U} \int_{-\infty}^{+\infty} dx \left[ \operatorname{sech}^2(x) \tanh^2(x) - \operatorname{sech}^2(x) \tanh^4(x) \right] dx, \]  

(3.109)

\[
E(a) = \frac{\sqrt{2}(a^2 + 1)\omega_0}{3aU} + \frac{\sqrt{2}a\omega_0}{30U} = \frac{11\sqrt{2}a\omega_0}{30U} + \frac{\sqrt{2}\omega_0}{3aU}. \]  

(3.110)

Minimizing Eq. (3.110), we get

\[
\frac{dE}{da} = \frac{11\sqrt{2} \omega_0}{30U} - \frac{\sqrt{2}\omega_0}{3a^2U} = 0 \]  

(3.111)

\[ \Rightarrow \quad a = \sqrt{10/11} \approx 0.953. \]  

(3.112)
3.5.4 Nonlinear Sigma Model

It is interesting to see that the Lagrangian density we found in Eq. (3.74) can be generalized to include identical kinetic and potential terms for $\psi_B$; the other component of the spinor identified with the $K_+$ corner of the brillouin zone; as well as terms for both fields belonging to the opposite ($K_-$) corner of the Brillouin zone. The reason for this is that the constraints/approximations used to derive Eq. (3.74) are symmetric in $\psi_A$ and $\psi_B$: there is no contradiction if the same set of approximations of Eqs. (3.62)-(3.64) are used by interchanging $\psi_A$ and $\psi_B$. The Lagrangian density that describes such a theory of four complex scalar fields is

$$
\mathcal{L} = \sum_{j=1}^{4} \left( i\psi_j^* \frac{\partial \psi_j}{\partial t} + \frac{1}{m^2} \left| \frac{\partial \psi_j}{\partial x} \right|^2 - m^2 |\psi_j|^2 - U |\psi_j|^4 - \frac{U}{m^4} |\psi_j| \frac{\partial \psi_j}{\partial x} \right). 
$$

(3.113)

For the case of real scalar fields the Lagrangian has a $O(4)$ symmetry but for complex fields the symmetry is enlarged to $SU(4)$. The $O(4)$ subgroup of $SU(4)$ describes rotations between the moduli of the four complex fields while leaving their individual phases unchanged. The remaining subgroups of $SU(4)$ act on the individual phases of the fields as $U(1)_j$ transformations where the index here refers to the $j^{th}$ field. Equation (3.113) is a form of the well studied nonlinear sigma model (NLSM). As in the case of ordinary $\phi^4$ theory, the nonlinear terms in the NLSM do not break the overall symmetry, in this case $SU(4)$, but a non-zero vacuum expectation of any of the fields causes an apparent breaking of $SU(4)$ at the level of the field equations. The NLSM differs from ordinary $\phi^4$ theory in that the breaking of the larger symmetry group of the former, gives rise to a greater number of massless Goldstone modes than in the latter theory.

3.5.5 Two-Dimensional Case

Previously we saw that in two dimensions the equations of motion contained a factor of $e^{i\theta}$ for the polar angle dependence so that solutions that are localized
in both spatial dimensions must appear as soliton-vortex pairs. We see now that a
reduction process similar to that presented in the last section removes the explicit
angular dependence. The equations of motion may be written compactly as

\begin{align}
    i\psi_{A,t} &= -iD^*\psi_B + U|\psi_A|^2\psi_A \quad (3.114) \\
    i\psi_{B,t} &= -iD \psi_A + U|\psi_B|^2\psi_B, \quad (3.115)
\end{align}

where we have simply abbreviated the differential operators by using $D = \partial_x + i\partial_y$.

We work again with the ansatz

\begin{equation}
\psi(\vec{r},t) = e^{-i\omega_0 t} \begin{pmatrix} \psi_A(\vec{r},t) \\ \psi_B(\vec{r},t) \end{pmatrix}. \quad (3.116)
\end{equation}

Substituting into Eqs. (3.114) and (3.114) gives

\begin{align}
    \omega_0\psi_A + i\psi_{A,t} &= -iD^*\psi_B + U|\psi_A|^2\psi_A \quad (3.117) \\
    \omega_0\psi_B + i\psi_{B,t} &= -iD \psi_A + U|\psi_B|^2\psi_B. \quad (3.118)
\end{align}

Following the same steps as before, in particular approximations Eqs. (3.62)-(3.64),
Eq. (3.118) can then be written as

\begin{equation}
\psi_B \simeq -\frac{i}{\omega_0} (D\psi_A) \left(1 + \frac{U}{\omega_0} |\psi_A|^2 + \text{h.c.} \right). \quad (3.119)
\end{equation}

Substituting Eq. (3.119) back into Eq. (3.117)

\begin{align}
    i\psi_{A,t} &= -iD^* \left[ -\frac{i}{\omega_0} (D\psi_A) \left(1 + \frac{U}{\omega_0} |\psi_A|^2 + \text{h.c.} \right) \right] + U|\psi_A|^2\psi_A - \omega_0\psi_A \quad (3.120) \\
    i\psi_{A,t} &= -\frac{1}{\omega_0} (|D|^2\psi_A) \left(1 + \frac{U}{\omega_0} |\psi_A|^2 + \text{h.c.} \right) \\
    &- \frac{U}{\omega_0} (D\psi_A)(D^*|\psi_A|^2) + U|\psi_A|^2\psi_A - \omega_0\psi_A \quad (3.121) \\
    i\psi_{A,t} &= -\frac{1}{\omega_0} (\nabla^2\psi_A) \left(1 + \frac{U}{\omega_0} |\psi_A|^2 + \text{h.c.} \right) \quad (3.122)
\end{align}
Finally we obtain

\[ i\psi_{A,t} = -\frac{1}{\omega_0} \nabla^2 \psi_A + (U|\psi_A|^2 - \omega_0)\psi_A - \frac{U}{\omega_0^2} \left[ |\psi_A|^2(\nabla^2 \psi_A) + (D\psi_A)(D^*|\psi_A|^2) \right] \] (3.123)

We want to construct the Lagrangian such that Eq. (3.123) can be obtained by the usual Euler-Lagrange prescription

\[ \partial \mu \left( \frac{\partial \mathcal{L}}{\partial \psi^{*}_{A,\mu}} \right) - \frac{\partial \mathcal{L}}{\partial \psi_A} = 0. \] (3.124)

For most of the terms in Eq. (3.123), the task of constructing the necessary terms is straightforward except for those terms containing derivatives of the conjugate of the field. To construct the Lagrangian density that corresponds to Eq. (3.123), we write out all derivatives explicitly,

\[ i\psi_{A,t} + \frac{1}{\omega_0} (\psi_{A,xx} + \psi_{A,yy}) + U\psi_A^*\psi_A - \omega_0\psi_A \\
- \frac{U}{\omega_0^2} \left[ \psi_A^*\psi_A (\psi_{A,xx} + \psi_{A,yy}) + (\psi_{A,x} + i\psi_{A,y}) (\psi_{A,x} - i\psi_{A,y}) \psi_A^* \\
+ (\psi_{A,x} + i\psi_{A,y}) (\psi_{A,x}^* - i\psi_{A,y}^*) \psi_A \right] = 0 \] (3.125)

\[ \Rightarrow \]

\[ i\psi_{A,t} + \frac{1}{\omega_0} (\psi_{A,xx} + \psi_{A,yy}) + U\psi_A^*\psi_A - \omega_0\psi_A \\
- \frac{U}{\omega_0^2} \left( \psi_A^*\psi_A \psi_{A,xx} + \psi_A^*\psi_A \psi_{A,yy} + \psi_{A,x}^2\psi_A^* + \psi_{A,y}^2\psi_A^* \\
+ \psi_{A,x}\psi_{A,x}^*\psi_A - i\psi_{A,x}\psi_{A,y}^*\psi_A + i\psi_{A,y}\psi_{A,x}^*\psi_A + \psi_{A,y}\psi_{A,y}^*\psi_A \right) = 0. \] (3.126)

Once more, as with the one-dimensional case, we encounter a problem in constructing the exact Lagrangian but here the situation is worse: we now have an additional four terms on the left hand side of Eq. (3.126) whose Lagrangian terms will be difficult to construct. Instead, we can see that if only the first two terms on the left hand side of Eq. (3.123) were present, this would be the usual result for \( \phi^4 \) and we expect to see vortex solutions with the modulus of the radial solution being zero at the origin and approaching a constant for large distances. The mapping of the phase at infinity
onto the boundary of the 2D manifold is just the problem of wrapping the $U(1)$ circle around the boundary circle corresponding to spatial infinity; this is the same as the fundamental homotopy group and is isomorphic to $\mathbb{Z}$. For weak interactions we then would expect similar behavior for the solution since the correction term is small. We choose the form

$$\psi_A(r, \theta, t) = Ce^{-i\omega t}e^{in\theta}\psi(r), \quad (3.127)$$

such that

$$\lim_{r \to \infty} |\psi_A| = C \quad (3.128)$$

$$\Rightarrow \lim_{r \to \infty} |\psi(r)| = 1, \quad (3.129)$$

also,

$$\lim_{r \to 0} |\psi_A| = 0. \quad (3.130)$$

In plane-polar coordinates, Eq. (3.123) becomes

$$i\psi_{A,t} = -\frac{1}{\omega_0} \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) \psi_A + (U|\psi_A|^2 - \omega_0)\psi_A$$

$$- \frac{U}{\omega_0} |\psi_A|^2 \left( \frac{\partial^2}{\partial r^2} + \frac{1}{r^2} \frac{\partial^2}{\partial \theta^2} + \frac{1}{r} \frac{\partial}{\partial r} \right) \psi_A$$

$$- \frac{U^2}{\omega_0} \left[ e^{i\theta} \left( \frac{\partial}{\partial r} + i \frac{1}{r} \frac{\partial}{\partial \theta} \right) \psi_A \right] \left[ e^{-i\theta} \left( \frac{\partial}{\partial r} - i \frac{1}{r} \frac{\partial}{\partial \theta} \right) |\psi_A|^2 \right]. \quad (3.131)$$

Inserting Eq. (3.127) gives

$$\omega \psi = -\frac{1}{\omega_0} \left( \frac{\partial^2}{\partial r^2} - \frac{n^2}{r^2} \right) \psi + (UC^2|\psi|^2 - \omega_0)\psi$$

$$- \frac{U^2}{\omega_0} \left[ \left( \frac{\partial}{\partial r} - \frac{n}{r} \right) \psi \right] \left[ \left( \frac{\partial}{\partial r} + \frac{n}{r} \right) \psi + \left( \frac{\partial}{\partial r} + \frac{n}{r} \right) \psi \right]. \quad (3.132)$$

Canceling some terms and using condensed notation, we have
\[ \begin{align*}
\omega \psi &= - \frac{1}{\omega_0} \left( \psi_{rr} - \frac{n^2}{r^2} \psi + \frac{1}{r} \psi_r \right) + (UC^2 \psi^2 - \omega_0) \psi \\
&\quad - \frac{U}{\omega_0^2} C^2 \psi^2 \left( \psi_{rr} - \frac{n^2}{r^2} \psi + \frac{1}{r} \psi_r \right) - \frac{U}{\omega_0^2} C^2 \psi \left( \psi_r - \frac{n}{r} \psi \right) 2 \psi_r. \quad (3.133)
\end{align*} \]

More simplifying leads to

\[ \begin{align*}
\frac{1}{\omega_0} \left( \psi_{rr} + \frac{1}{r} \psi_r + \left[ \omega_0 (\omega_0 + \omega) - \frac{n^2}{r^2} \right] \psi \right)
&= UC^2 \psi^3 - \frac{U}{\omega_0^2} C^2 \psi^2 \left( \psi_{rr} - \frac{n^2}{r^2} \psi + \frac{1}{r} \psi_r \right) - 2 \frac{U}{\omega_0^2} C^2 \psi \left( \psi_r^2 - \frac{n}{r} \psi \right). \quad (3.134)
\end{align*} \]

This can be further simplified by making the coordinate change \( \xi = \sqrt{\omega_0 (\omega_0 + \omega)} x \)

\[ \begin{align*}
(\omega_0 + \omega) \left[ \psi_{\xi \xi} + \frac{1}{\xi} \psi_{\xi} + \left( 1 - \frac{n^2}{\xi^2} \right) \psi \right]
&= UC^2 \psi^3 - \frac{U}{\omega_0} (\omega_0 + \omega) C^2 \psi^2 \left( \psi_{\xi \xi} - \frac{n^2}{\xi^2} \psi + \frac{1}{\xi} \psi_{\xi} \right) \\
&\quad - 2 \frac{U}{\omega_0} (\omega_0 + \omega) C^2 \psi \left( \psi_{\xi}^2 - \frac{n}{\xi} \psi \psi_{\xi} \right). \quad (3.135)
\end{align*} \]

Finally, dividing through by \((\omega_0 + \omega)\) gives

\[ \begin{align*}
\left[ \psi_{\xi \xi} + \frac{1}{\xi} \psi_{\xi} + \left( 1 - \frac{n^2}{\xi^2} \right) \psi \right] &= \frac{UC^2}{(\omega_0 + \omega)} \psi^3 - \frac{U}{\omega_0} C^2 \psi^2 \left( \psi_{\xi \xi} - \frac{n^2}{\xi^2} \psi + \frac{1}{\xi} \psi_{\xi} \right) \\
&\quad - 2 \frac{U}{\omega_0} C^2 \psi \left( \psi_{\xi}^2 - \frac{n}{\xi} \psi \psi_{\xi} \right). \quad (3.136)
\end{align*} \]

There are several limits of this equation that are interesting:

1. For small \( r \) we expect that \( \psi \to 0 \) so in this case the nonlinear terms on the right hand side become negligible so that:

\[ \left[ \psi_{\xi \xi} + \frac{1}{\xi} \psi_{\xi} + \left( 1 - \frac{n^2}{\xi^2} \right) \psi \right] = 0. \quad (3.137) \]

This is Bessel’s equation and the solutions are the well known Bessel functions \( J_n(x) \) and \( Y_n(x) \). The ones we are interested in are the Bessel functions of the
first kind, $J_n(x)$, since these are regular at the origin. Of these, we further restrict solutions to those for which $n > 0$ since these are zero at the origin.

2. We seek solutions with constant square modulus for large $r$. In this limit, all derivatives may be set to zero in Eq. (3.136). This allows us to solve for $C$ in terms of the constants $U$, $\omega_0$, and $\omega$. For large $\xi$ (large $r$), $\psi \to 1$, and Eq. (3.136) reduces to $1 = UC^2/(\omega_0 + \omega)$, or simply $C = \sqrt{(\omega_0 + \omega)/U}$.

3. For $U \to 0$ we should retrieve the usual equation for the radial part of the wavefunction. This is indeed the case since, in this limit, all terms on the right hand side of Eq. (3.136) go vanish and we are left with Bessel’s equation as expected.

### 3.6 Conclusion

In this chapter we have focused on a few important topics, focusing heavily on the relation between the NLDE and the NLSE, and the approximate conditions under which a reduction from NLDE to NLSE is possible. The physical context in which our NLDE is found, results in an intriguing modified NLSE with the usual cubic term plus additional unusual nonlinear terms containing first and second order derivatives of the spinor components. A mass term appears when we consider the dynamics of small classical fluctuations, where the mass corresponds to the total energy of the ambient background. For the 1D case, we find solitons with tanh form, with a slightly flattened shape due to the additional interaction terms. The modification to the tanh form is proportional to $U/\mu^4$, where $U$ is the particle interaction and $\mu$ the chemical potential of the BEC, and thus can be made small by reducing the interaction strength relative to the total energy. By analyzing the Lagrangian, we make clear the role that symmetry breaking plays in the solitons and vortices. We obtain the explicit asymptotic properties of quantized vortices in the 2D case, and find that the radial functions behave as Bessel functions of the first kind near the
core, have constant non-zero value far from the core, and where the radial form in the region between these two limits depends strongly on its quantized rotational energy through the nonlinearity.
CHAPTER 4
RELATIVISTIC LINEAR STABILITY EQUATIONS FOR THE NONLINEAR
DIRAC EQUATION IN BOSE-EINSTEIN CONDENSATES


Abstract

We present relativistic linear stability equations (RLSE) for quasi-relativistic cold atoms in a honeycomb optical lattice. These equations are derived from first principles and provide a method for computing stabilities of arbitrary localized solutions of the nonlinear Dirac equation (NLDE), a relativistic generalization of the nonlinear Schrödinger equation. We present a variety of such localized solutions: skyrmions, solitons, vortices, and half-quantum vortices, and study their stabilities via the RLSE. When applied to a uniform background, our calculations reveal an experimentally observable effect in the form of Cherenkov radiation.
4.1 Introduction

Progress in condensed matter and particle physics has been periodically marked by significant mutual exchanges between the two disciplines, many proposals for which are realized in model systems of ultracold quantum gases in optical lattices [160–162]. Recent active areas of research include holographic dualities such as AdS/CFT [163], theoretical constructions of superstrings in ultracold quantum gases [164], chiral confinement in quasi-relativistic Bose-Einstein condensates (BECs) [165], and our own derivation of the nonlinear Dirac equation (NLDE) describing ultracold bosons in a honeycomb optical lattice [166]. Generically, Dirac theories arising from a honeycomb lattice geometry appear in a variety of interesting settings [20, 167, 168]. Our investigation into relativistic effects in BECs is motivated by this spirit of cross fertilization with the aim of tying in theory to experiment.

In this Letter, we develop the relativistic linear stability equations (RLSE) for the NLDE. Moreover, we find emergent nonlinear localized solutions [19] to the NLDE, including solitons, vortices, skyrmions, and half-quantum vortices, the latter so-far unobserved in BECs. Although most of these objects have been studied in multicomponent BECs, such models lie within the usual Schrödinger many-body paradigm. In contrast to this paradigm, our investigations reside within a relativistic framework in which the elementary excitations are governed by a Dirac-like equation. This provides a fundamentally different context distinguished by the presence of a non-trivial Berry phase when circling a vortex core. The presence of a Berry phase and, indeed, the full Dirac structure of our theory was first pioneered by condensed matter theorists within the context of Graphene [50, 169, 170]. In the case of a Bose-Einstein condensate confined in a trap and subjected to a periodic lattice potential, questions regarding stability may be addressed by applying the method of Bogoliubov theory directly at the lattice scale. Unfortunately, for lattices with interesting geometries, this approach stops short without shedding light on the fascinating emergent physics that
is revealed by examining the long-wavelength fluctuations interacting with the lattice background. Consequently, in order to determine the quasi-particle states and energies we cannot rely on the Bogoliubov-de Gennes equations (BdGE) since these are based on nonrelativistic quantum mechanics. Instead, we derive, from first principles, the RLSE which give the correct low energy dynamics for an arbitrary background condensate. The RLSE are reducible to the BdGE in certain limits, and so may naturally be considered relativistic generalizations of the latter. Based on the RLSE we predict Cherenkov radiation that can be measured in experiments: the combination of lattice and particle interactions results in a rich spatial distribution that is not seen in the BdGE for the uniform case [171].

The RLSE is relevant to a broad range of optical lattice constructions. For example, the RLSE also applies to bosons in a square optical lattice with a staggered gauge field similar to the arrangement described in the work by L. K. Lim et al. [172] and, generally, to any boson-lattice system with a bi-partite lattice structure and linear dispersion [173]. It is also important to emphasize that the optical lattice set-up that we describe here is well founded experimentally. Experiments with cold bosons in two-dimensional lattices are commonplace, and have been studied extensively [70]. The application of the RLSE to soliton and vortex solutions as well as to the uniform case gives richer physical results than one finds in either the usual single component BECs or in the case of hyperfine multi-component BECs. The unique feature of our theory is that it reveals a relativistic Fermi structure within a cold bosonic system and the RLSE are the key equations for probing this system.

In the laboratory, the NLDE can be obtained by cooling bosons into the lowest Bloch band of a honeycomb optical lattice [109]; the lattice is constructed by establishing three phase-locked interfering laser beams in a plane while freezing out excitations in the vertical direction as in ???. To obtain the desired Dirac structure, particles are first condensed into the lowest energy state (zero crystal momentum)
Figure 4.1: The honeycomb optical lattice. (a) Cross section of the band structure showing $K$ and $K'$ points for gapped and ungapped systems. (b) The velocity and acceleration of the lattice, with A and B sub-lattices, are functions of the frequency offsets for interfering lasers. (c) Two-dimensional Dirac cone at $K$ and $K'$.

of the lattice and then adiabatically translated to the Dirac point at the band edge (see ??) by adiabatically tuning the relative phases between the laser beams. We emphasize that the Dirac point, which is key to the NLDE and our predictions, is maintained even in the presence of the shallow harmonic trap endemic to atomic BECs [174]. Nonlinear phenomena in BECs have been studied extensively over the past decade [19, 63], from single-component vortices in rotating, trapped BECs [175] to complex multi-component order parameters [42, 176] resulting from interactions between the different components and the possibility of nontrivial topological windings.
of the internal symmetry space around a singular vortex core. Some form of BdGE analysis plays a central role in such constructions as a means of probing stability as well as for gaining a deeper understanding of the low-energy fluctuations.

4.2 Derivation of the RLSE

Since the system we describe in this letter is a BEC confined strictly to two spatial dimensions, it is appropriate to recall the justification for such a construction before presenting the RLSE. For uniform 2D systems the Mermin-Wagner theorem forbids the formation of a true condensate defined by an infinite phase coherence length. This comes from the fact that the density of states diverges in the 2D case for finite $T$. Instead, one sees the formation of a quasi-condensate characterized by local phase coherence restricted to finite size regions. The size of these regions greatly exceeds the healing length so that all of our solutions are realizable in this picture. However, the inclusion of a harmonic confining potential allows the formation of a true 2D condensate. The potential places a lower bound on the energy for fluctuations and, since it is these long wavelength fluctuations that are responsible for destroying long range order, the trap provides a means of expanding the spatial range of validity of the mean field description.

To obtain the low energy excitations of solutions of the NLDE, we must find the correct set of equations that describe quasi-particle states analogous to the BdGE equations for the general case. These are obtained from the Hamiltonian for a weakly interacting Bose gas, $\hat{H} = \int d\mathbf{r} \hat{\psi}^{\dagger} H_0 \hat{\psi} + \frac{U}{2} \int d\mathbf{r} \hat{\psi}^{\dagger} \hat{\psi} \hat{\psi} \hat{\psi}$, $H_0 \equiv \hbar^2 \nabla^2 / 2M + V(\mathbf{r})$, and working through four steps [59]. (1) Take $\hat{\psi} = \Psi_c(\mathbf{r}) + \delta \hat{\psi}_q(\mathbf{r})$ (condensate + quasi-particles), with $\delta \hat{\psi}_q$ small. (2) Impose a constraint on $\Psi_c$ to eliminate linear terms in $\delta \hat{\psi}_q(\mathbf{r})$, keep only quadratic terms in $\delta \hat{\psi}_q(\mathbf{r})$, and expand as a sum of particle and hole creation operators. (3) Invoke Bloch-state expansions for $\Psi_c(\mathbf{r})$ and $\delta \hat{\psi}_q(\mathbf{r})$ and take the lowest band. (4) Take the long-wavelength limit while taking momentum with respect to the Dirac point $K$, such that $k \ll q \ll K$, where $q$ is the momentum of the
condensate relative to the Dirac point $K$ and $k$ is the quasi-particle momentum measured relative to $q$, and finally diagonalize the quasi-particle part of the Hamiltonian. One finds the RLSE

$$
\tilde{\mathcal{D}} u_k - U \tilde{\Psi} v_k = \tilde{E}_k u_k, \\
\tilde{\mathcal{D}}^* v_k - U \tilde{\Psi} u_k = -\tilde{E}_k v_k,
$$

(4.1)

(4.2)

where the matrix coefficients are defined as

\begin{align*}
\tilde{\Psi} &\equiv \text{diag}(|\Psi_A|^2, |\Psi_B|^2), \\
\tilde{E}_k &\equiv \text{diag}(E_k, E_k), \\
[\tilde{\mathcal{D}}]_{1,1} &\equiv m_{\text{eff}} - \mu + 2U |\Psi_A|^2 + i \nabla \phi_A \cdot \nabla + |\nabla \phi_A| - i \left( \nabla^2 \phi_A \right), \\
[\tilde{\mathcal{D}}]_{2,2} &\equiv m_{\text{eff}} - \mu + 2U |\Psi_B|^2 - i \nabla \phi_B \cdot \nabla + |\nabla \phi_B| - i \left( \nabla^2 \phi_B \right), \\
[\tilde{\mathcal{D}}]_{1,2} &\equiv [\tilde{\mathcal{D}}]_{2,1}^* \equiv \mathcal{D}^*.
\end{align*}

(4.3)

(4.4)

(4.5)

(4.6)

(4.7)

Here, $\mathcal{D} = (\partial_x + i\partial_y)$ is the single particle Dirac operator. Also, $\Psi = (\Psi_A, \Psi_B)$ is the BEC order parameter at the $K$ Dirac point, with normalization on sublattice components $\int \mathrm{d}r \left( |\Psi_A|^2 + |\Psi_B|^2 \right) = 1$. Analogous equations hold for the inequivalent Dirac point at $-K$. Cast in this highly compact form, Eqs. (7.107)-(7.108) are reminiscent of the BdGGE and may be solved for the \textit{spinor quasi-particle amplitudes} $u_k(r) = [u_{k,A}(r), u_{k,B}(r)]^T$ and $v_k(r) = [v_{k,A}(r), v_{k,B}(r)]^T$ and the quasi-particle energy $E_k$. The components of these 2-spinors represent quantum fluctuations of the sublattice condensate order parameters $\Psi_A$ and $\Psi_B$ which in general are nonuniform $\mathbb{C}$-functions on the plane. The presence of the local phase of the condensate $\phi_{A(B)}(r)$ indicates the complex interaction between the local superfluid velocity of the condensate $v_{s,A(B)}(r) \equiv \nabla \phi_{A(B)}(r)$ and the spinor quasi-particles $u_k(r)$ and $v_k(r)$. We have taken $\hbar = c_l = 1$ for simplicity, where $c_l$ is the effective speed of light in the NLDE. Note also that we have included an effective mass $m_{\text{eff}}$ (anisotropic lattice).
that competes with the chemical potential $\mu$.

It is important to note that for a moving condensate, the negative-energy modes cannot be removed and are crucial indicators of Cherenkov radiation. However, in our case, the Dirac Hamiltonian is not positive-definite since our theory is defined at zero lattice energy, not the lowest energy Bloch state, so we must respect the presence of both energy raising and lowering modes. Another important feature is that the RLSE are reducible to the BdGE when the local lattice potential energy is the main contributor to the condensate chemical potential and the condensate is slowly varying (quasi-uniform background), i.e., $|\mu| >> U$, $E_j \rightarrow |\mu| \approx |\Sigma_0|$, where $\Sigma_0 = \Sigma_{0A(B)} \equiv -\int d\mathbf{r} w^*_A(B)H_0w_{A(B)}$ is the local self energy for an arbitrary lattice site, with $w_{A(B)} = w(\mathbf{r} - \mathbf{r}_{A(B)})$ the Wannier functions.

### 4.3 Physical Parameters and Regimes

We list first the fundamental dimensionful parameters that we use. They are as follows: the average particle density $n_0$, the chemical potential $\mu$, the lattice spacing $a$, the s-wave scattering length $a_s$, the mass of the constituent bosons $M$, and the lattice well depth $V_0$. Several relevant composite quantities may be constructed from these. These are the effective speed of light $c_l = t_h a\sqrt{3}/2\hbar$, the sound speed $c_s = \sqrt{Un_0/M}$, the interaction strength $U = 4\pi\hbar^2a_s/M$, the healing length $\xi = t_h a\sqrt{3}/2\hbar n_0 U$, and the hopping energy $t_h = \int d^2r w^*\hat{H}_0w$, where $t_h$ depends on $a$ and $V_0$, respectively, through the overlap of Wannier functions and the lattice potential inside $\hat{H}_0$. Two fundamentally important constraints regarding these quantities should be stated. First, in order to avoid reaching the Landau velocity at the band edge and creating unwanted excitations we require $c_l < c_s$, where $c_s$ is the sound speed. Thus we require $t_h a\sqrt{3}/2\hbar < \sqrt{Un_0/M}$ or $(t_h a\sqrt{3}/2\hbar)(4\pi\hbar^2a_s n_0/M)^{-1/2} < 1$. For $^{87}\text{Rb}$ with $t_h = h \times 10^3 \text{Hz}$, $a = 0.5 \times 10^{-7} \text{m}$, $a_s = 5 \times 10^{-9} \text{m}$, $n_0 = 2 \times 10^{12} \text{cm}^{-3}$, we get $c_l/c_s \lesssim 0.17$. Second, in order for our long-wavelength approximation to be correct, we require the NLDE healing length $\xi \equiv t_h a\sqrt{3}/2\hbar n_0 U \gg a$; using the same values
for the physical parameters, we find $\xi \approx 9.43 a$.

Next, we discuss the physical regimes for our theory. In this discussion we take $n_0 U/t_h \ll 1$. At length scales much larger than the healing length, $\xi k \ll 1$ where $k$ is a characteristic quasi-particle momentum, excitations are comprised of correlated particle-hole pairs that propagate with a dispersion given by $E \propto k^{1/2}$. This is a Bose gas of composite particles in the sense that excitations of opposite spin are paired up (albeit non-locally) to form bosons. In contrast, for $\xi k \gg 1$, excitations are particle-like which corresponds to the case where spin eigenstates are excited independently. These states reflect the bipartite structure of the lattice, multi-component with a Dirac-like dispersion $\propto k$, but are local objects and so also reflect the bosonic nature of the fundamental constituent particles. In this sense, they form a hybrid Dirac-Bose gas.

4.4 Uniformly Moving Condensate

Now we return to the RLSE and solve them for the simplest case of a uniform background $\Psi(r) \equiv \sqrt{n_0} e^{i \mathbf{q} \cdot r} (1, C_0)^T$, where $C_0 \in \mathbb{C}$ contains a relative phase, $n_0$ is the average particle density, and $\mathbf{q}$ is the condensate momentum measured with respect to the Dirac point. In order to obtain the coherence factors and quasi-particle dispersion, we must then solve a $4 \times 4$ eigenvalue problem; the RLSE yield: $E_k = c_l^0 \hbar \mathbf{q} \cdot \mathbf{k} \pm \sqrt{(c_l^0 \hbar k)^2 + n_0 U c_l \hbar k}$. In keeping with the usual Bogoliubov notation found in the literature, we may write $E_k = (c_l^0 / c_l) \mathbf{q} \cdot \tilde{\epsilon}_k^0 \pm \tilde{E}_k^0$ where $\tilde{\epsilon}_k^0 \equiv c_l \hbar k$ is the single quasi-particle energy for zero interaction and $\tilde{E}_k^0 = \sqrt{(\epsilon_k^0)^2 + n_0 U \epsilon_k^0}$ is the quasi-particle energy for a static background. The associated coherence factors can then be written as $|u_{k,A(B)}| = (E_k^0 + c_l \hbar k) / \sqrt{(E_k^0)^2 + n_0 U \epsilon_k^0}$, $|v_{k,A(B)}| = |u_{k,A(B)}|(+ \rightarrow -)$. The full interacting Hamiltonian is given by $\hat{H}_{\text{RLSE}} = \frac{1}{4} U n_0^2 A + c_l \hbar q - \sum_k (2 \epsilon_k^0 + n_0 U) + \sum_k E_k \hat{c}_k^\dagger \hat{c}_k$, where $A$ is the area of the plane. The first three terms are the mean-field and quantum corrections to the condensate energy and the last accounts for the number of quasi-particles present in the system. The constant $c_l^0$ is defined in
terms of the overlap integral between Wannier states at neighboring lattice sites by
\[ c'_l = \sqrt{3}a\tau/2\hbar, \]
where \( \tau_{A,B} \equiv -\int dr \, w_A^* \nabla w_B \) and \( \tau = |\tau_{A,B}| \).

The low energy behavior of the uniform condensate has a rich structure. The
\( \mathbf{q} = \mathbf{0} \) case corresponds to a condensate with zero crystal momentum measured from
the Dirac point but with momentum \( \mathbf{K} \) relative to the lowest Bloch state of the crys-
tal. The idea of a condensate in motion relative to its background has been treated
in both free-space as well as the case of a moving background lattice [64, 70]. Phys-
ically, the lattice potential is moving relative to the stationary condensate (labora-
tory frame). Two-body collisions reduce the momentum of some particles relative
to the lattice (slowing down) and increase the momentum of others (speeding up)
corresponding to a finite depletion of the condensate. In the laboratory frame, a two-
particle collision appears as one particle gaining a component of momentum to the
left and the other a component to the right. This is consistent with the well known
particle-hole symmetry of the Dirac Hamiltonian: negative energy states can be inter-
preted as positive energy states that propagate in the opposite direction. In our theory
these are quasi-particles with momentum \( \mathbf{K} - \mathbf{k} \) (for the \( \mathbf{K} \)-Dirac point) relative to
the lowest Bloch state.

For \( \mathbf{q} = \mathbf{0} \) then, we get
\[ E_k^{(\pm)} = \pm E_k^0 = \pm \sqrt{(\epsilon_k^0)^2 + n_0 U \epsilon_k^0}. \]
The two energy regimes
evident here are separated by the condition \( c_l \hbar k / n_0 U \equiv \xi k \approx 1 \). At short wave-
length, \( k\xi \gg 1 \) so that \( E_k^{(\pm)} \approx \pm (c_l \hbar k + n_0 U / 2) \), where the dominant first term
reflects only the presence of the honeycomb lattice, while the second term is a small
mean-field Hartree shift due to the interaction with the background. When \( k\xi \ll 1 \),
we find \( E_k^{(\pm)} \approx \pm \sqrt{k / \xi} \). These are collective excitations induced by the particle in-
teractions just above the condensate energy. The presence of negative energy modes
means that the condensate may lower its energy through spontaneous emission of
radiation. This process can be suppressed by introducing an anisotropy in the lat-

---

\[ ^6 \text{Note that whereas for the effective speed of light we have } [c_l] = m \cdot s^{-1}, \text{ in contrast } [c'_l] = m^2 \cdot s^{-1} \text{ since } \tau_{A,B} \text{ is an integral over the gradient operator rather than the Laplacian.} \]
tice by breaking the A-B sublattice degeneracy with a deeper optical lattice in one
direction [133]. This results in an additional term in the dispersion opening up a
mass gap $2m_{\text{eff}}$ at the Dirac point. For the negative energy modes we then have
$E_k^{(-)}(m_{\text{eff}}) = 2m_{\text{eff}} - \sqrt{(\epsilon_k^0)^2 + n_0 U \epsilon_k^0}$ so that excitations require a minimum mo-
dmentum determined by $c_l \hbar k_{\text{min}} = \sqrt{4m_{\text{eff}}^2 + n_0^2 U^2}$. Alternatively, we can consider the
effect of the confining potential: this sets a lower bound for quasi-particle energy
given by $|E_k^{(-)}(\text{min})| \sim \sqrt{(c_l \hbar 2\pi / R_\perp)^2 + n_0 U c_l \hbar 2\pi / R_\perp}$, where $R_\perp$ is the characteristic
trap radius in the 2D plane.

4.5 Cherenkov Radiation

This usually refers to the anisotropic emission of electromagnetic radiation from
a source whose speed exceeds the local speed of light in some medium [177]. This
concept generalizes to any source moving through a medium at a speed that exceeds
the phase velocity of the elementary excitations of the medium. For example, a BEC
moving in the laboratory frame, or with respect to a background, will “radiate” (emit
particles) when its speed exceeds the sound speed. Moreover, the radiation will be
emitted in a cone subtended by a specific angle in the direction opposite the motion
of the BEC. The RLSE can be used to demonstrate this effect in the present context
of a BEC in a honeycomb optical lattice.

For a BEC with momentum $q > 0$ measured from the Dirac point, examination
of the angular dependence of $E_k$ reveals an intriguing structure for the emission of
Cherenkov radiation. We observe the following properties for $E_k$. (1) When $v < c_l$,
where $v = c'_l q$ is the condensate speed, all excitations have positive energy regardless
of the angle of emission. (2) When $v > c_l$, quasi-particle energies are positive only
for emission angles (measured relative to $q$) for which $\theta < \theta_c \equiv \cos^{-1}(-c_l/v)$ while
all other modes have negative energy corresponding to the emission of radiation in a
backwards cone bounded by $\theta_c$. When $v = c_l$, $\theta_c = \pi$ marks the onset of radiation,
in which case radiation is only emitted in the direction opposite $q$. This unique
directional property of the radiation suggests an obvious detectable signature in the
laboratory: a time-of-flight analysis of a BEC prepared with precise values of the
parameters should show a predictable shift in the momentum distributions between
the forward and backward directions.

4.6 Nonlinear Localized Modes

In situations where the nonlinearity of the NLDE is Lorentz invariant, solutions
may be obtained directly by exploiting the associated conservation equations [103].
This is not the case for our NLDE so we must employ other means. To obtain solutions
of the NLDE that are localized in $x, y$ for $U > 0$, we substitute the plane-polar ansatz
$\Psi_A(r) = c_A \exp[ip_A(\theta)]F_A(r), \Psi_B(r) = c_B \exp[ip_B(\theta)]F_B(r)$ into the NLDE. Then
c_A = i, c_B = 1, and there are two possible combinations for the angular functions:
(i) $p_A(\theta) = (l - 1)\theta, p_B(\theta) = l\theta$ ; (ii) $p_A(\theta) = (l - 1/2)\theta, p_B(\theta) = (l + 1/2)\theta$, with
$l \in \mathbb{Z}$. In particular, $l = 0$ in (i) corresponds to a vortex configuration in $\Psi_A$ filled
in at the core with a nonzero soliton for $\Psi_B$. Solutions of this type exist for different
relative values of $\mu$ and $U$ and for several asymptotic values of the components:
$\lim_{r \to \infty}(\Psi_A, \Psi_B) \in \{(-i\sqrt{\frac{\mu}{U}}, 0), (-i\sqrt{\frac{\mu}{U}}, \sqrt{\frac{\mu}{U}}), (0, 0)\}$. For $l = 1$, we obtain the same
types of solutions but with $\Psi_A$ and $\Psi_B$ exchanged. For $l > 1$, centripetal terms
are present for both $F_A(r)$ and $F_B(r)$ so that we must have $\Psi_A(0) = \Psi_B(0) = 0$
and both components are vortices with zero core densities. For the $l = 1$ case,
we also obtain a skyrmion solution for which the pseudospin $S = \bar{\Psi}(r)\sigma\Psi(r)$ (with
Pauli vector $\sigma$) exhibits an integral number of flips near the core and approaches a
constant value far from the core. This feature is encoded in a topologically conserved
charge $(1/8\pi) \int_\Omega d\mathbf{r} e^{ij} S \cdot \partial_i S \times \partial_j S$ which one recognizes as the Pontryagin index that
classifies the mapping $S^1_{\text{spin}} \to S^1_{\partial\Omega}$ where the two circles $S^1_{\text{spin}}$ and $S^1_{\partial\Omega}$ parameterize
the rotations between the densities $\rho_A(B)$ and the polar angle rotation on the 2D
boundary $\partial\Omega$ at spatial infinity. In general, similar types of solutions exist for (ii)
above. Analytical and numerical solutions are plotted in Figure 4.2 for which different
Figure 4.2: Localized solutions of the NLDE. \( \Psi_A \) (red dashed curves) and \( \Psi_B \) (blue solid curves), in units of NLDE healing length \( \xi \): (a) vortex/soliton, (b) ring-vortex/soliton, (c) half-quantum vortex, (d) planar skyrmion, (e) line skyrmion, and (f) line-soliton.
values of $\mu/U$ and $l$ allow us to obtain the different asymptotic forms.

Besides vortices with integer phase winding, we also find solutions with fractional phase winding, called *half-quantum vortices* (HQVs). Ordinarily, analyticity (single-valuedness) of the order parameter forbids the rotation of the phase of $\Psi$ around the core to take on fractional values. In the NLDE, $\Psi$ can acquire a coherent internal Berry phase in addition to an external phase whose angles are identified with the polar angle $\theta$ [178, 179]. Such states may have half-integer winding in both the internal and external phase angles while remaining single-valued overall. We obtain HQVs with asymptotic form \( \lim_{r \to \infty} \Psi_{\text{HQV}}(r) = 2i \sqrt{n_0/2} e^{-i\theta/2} [\cos(\theta/2), i \sin(\theta/2)]^T \); the complete solution is shown in Figure 4.2 (c).

We also obtain one-dimensional kink-soliton, skyrmion, and line-soliton solutions. The kink and skyrmion solutions are obtained by a straightforward substitution of the ansatz $\Psi(x) = \eta [\cos(\varphi), \sin(\varphi)]^T$ into the NLDE and then considering the distinct cases where $\varphi = \text{constant}$ (kink) or $\eta = \text{constant}$ (skyrmion). The line-soliton solution is obtained when both $\eta$ and $\varphi$ are functions of $x$ with the additional condition that, at the origin, $\eta$ remains below a certain value. This ensures that $\mu^2 < \sqrt{U/8} < (U + 1)/2U \Rightarrow U < 3.365$ and $\mu^2 < 0.649$, which allows the wavefunction to collapse away from the $y$-axis while the nonzero wavefunction near and along the $y$-axis has a Lorentzian form in the $x$-direction due to the attractive effect from the kinetic terms.

### 4.7 Localized Mode Stability

We can now apply the RLSE to our localized solutions. In particular, for the case where the condensate wavefunction is in the vortex/soliton configuration, we have obtained the exact solution: $\Psi_{\text{vs}}(r, t) = e^{-i\mu t/\hbar} \frac{n_0}{\sqrt{1+(r/\xi)^2}} (ie^{i\theta r/\xi}, 1)^T$. The upper component is a vortex with rotation speed $v = c\xi/r$, and the lower component is a soliton centered at the core of the vortex. We solved the RLSE numerically for the vortex/soliton and found that the lowest excitation, with angular momentum $m = -1$
Figure 4.3: Plots of lowest quasi-particle excitation for the vortex/soliton configuration.
(relative to the condensate), has the eigenenergy $E_{-1} = -3.9274 + 0.0020i$, in units of $n_0U$. This excitation, having angular momentum equal in magnitude but opposite to the vortex rotation, perturbs the vortex by adding a component of the state that has zero rotation, effectively driving the vortex energy towards the Dirac point. The corresponding coherence factors are shown in Figure 4.3. They peak in the region $\xi \leq r \leq 2\xi$ with $|u_{A(B),-1}|^2 \sim 10^{-2}$ and $|v_{A(B),-1}|^2 \sim 10^{-5}$ so that $u_{A(B),-1} \gg v_{A(B),-1}$, which results in a positive normalization integral $\int d^2r (|u_{-1}|^2 - |v_{-1}|^2)$. This combination of positive norm and negative energy signals the presence of the anomalous mode which also occurs for vortices in single-component trapped BECs [180]. To the left of the peaks, near the core where $0 < r < \xi$, excitations are particle-like. There, the tangential rotation speed of the vortex exceeds the critical velocity for emission of Cherenkov radiation so that, in the presence of a mechanism for dissipation, particles are freely radiated out of the condensate. In contrast, for $r \approx 5\xi$, we find that $|u_{-1}| \approx |v_{-1}|$ so that excitations are roughly equal admixtures of particles and holes and no radiation is expected.

The anomalous mode has a direct physical interpretation in terms of the precession of the vortex around the central core. To see this, we first compute the density fluctuation in the anomalous mode:

$$\delta n_{v_{-1}} = \left| \langle \hat{\psi} \rangle \right|^2 - |\Psi_{v_{-1}}|^2 = (u_{-1}^T \Psi_{v_{-1}}^* - \Psi_{v_{-1}}^T v_{-1}) e^{-iE_{-1}t/\hbar} + (\Psi_{v_{-1}}^T u_{-1}^* - v_{-1}^T \Psi_{v_{-1}}^*) e^{iE_{-1}t/\hbar}. \quad (4.8)$$

Substituting the expressions for $\Psi_{v_{-1}}$, $u_{-1}$ and $v_{-1}$ into Eq. (4.8) allows us to obtain the density fluctuations for the individual components of the condensate. For the upper component (vortex), we obtain

$$\delta n_{v_{-1},A} = f_\ell(r) e^{-i(\theta - |ReE_{-1}|t/\hbar)} e^{ImE_{-1}t/\hbar} + g_\ell(r) e^{i(\theta - |ReE_{-1}|t/\hbar)} e^{-ImE_{-1}t/\hbar}, \quad (4.9)$$
with the radial functions given by $f_A(r) = n_0^{1/2} u_{A,-1}(r) (r/\xi)/\sqrt{1 + (r/\xi)^2}$ and $g_A(r) = n_0^{1/2} v_{A,-1}(r) (r/\xi)/\sqrt{1 + (r/\xi)^2}$. Fluctuations are strongest near $r \approx 1.5\xi$ with the main contribution coming from the first term in Eq. (4.9), which describes particle excitations with only a minimal hole component. For the fluctuations of the lower component of the condensate (soliton), we obtain an expression similar to Eq. (4.9) but with the radial functions given by $f_B(r) = n_0^{1/2} u_{B,-1}(r)/\sqrt{1 + (r/\xi)^2}$ and $g_B(r) = n_0^{1/2} v_{B,-1}(r)/\sqrt{1 + (r/\xi)^2}$. The fluctuations of the soliton contain non-zero angular terms which is a consequence of the coupling between the vortex and soliton through the Dirac kinetic terms; in time, through quantum fluctuations, the soliton will develop a finite rotation. The first term in Eq. (4.9) grows exponentially and is proportional to $\exp\left[i\left(|R E_{-1}|t/\hbar - \theta\right)\right] \times \exp(\text{Im}E_{-1}t/\hbar)$. The complex factor describes the precession of the density fluctuation in the anti-clockwise direction. The additional factor that grows in time does not appear in the analog case for a vortex in the Gross-Pitaevskii formalism and arises here from the coupling of the spinor components through the derivative terms in the Dirac Hamiltonian.

We can use Eq. (4.8) to estimate the finite lifetime of the vortex due to this effect. By requiring that the total number of particles be conserved, we compute the value: $\tau = \hbar \ln2/(2 \text{Im}E_{-1}) \approx 1.88s$. We note that this value does not take into account interactions between the vortex and thermal cloud at finite temperature which would further reduce the value of $\tau$. Thus, we expect the lifetime for Dirac vortices to be shorter than vortices in condensates which are stationary with respect to the lattice. This is expected since the lattice provides a source of friction (dissipation) and bosons are free to drop to lower energy states. This is of course not the case for fermions in graphene, for example, due to the presence of the Fermi level which coincides with the Dirac point. For several of our solutions, we find that the characteristic time associated with this instability is experimentally reasonable. The lowest quasi-particle energies for the other localized solutions are: $-3.9276 + 0.0019i$; $2.634 \times 10^2 + 9.96 \times$
$10^4 i; -3.9274 + 0.0019 i; 7.8409 \times 10^{-3} - 9.9993 \times 10^2 i; 7.9349 \times 10^{-3} - 9.9993 \times 10^2 i$;
for the ring-vortex/soliton, half-quantum vortex, planar skyrmion, line-skyrmion, and line-soliton respectively, where all quantities are given in units of $n_0 U$.

### 4.8 Conclusion

In conclusion, we have shown that an effective quasi-relativistic system with a Dirac-like structure may be designed using ordinary cold bosonic atoms as the underlying degrees of freedom. We solved the resulting NLDE for different classes of nonlinear modes including half-quantum vortices. We derived and solved relativistic linear stability equations and gave explicit criteria for experimental observation of Cherenkov radiation, as well as predicting an anomalous mode for the vortex/soliton solution. Density profiles may be observed by time-of-flight techniques to detect both massive and massless Dirac fermions in the laboratory [15, 133]; nonlinear modes involving phase winding can be created by techniques analogous to those used at JILA [181]; and we anticipate that Bragg scattering can be used to populate the Dirac cones at both $K$ and $K'$ points, leading to arbitrary superpositions over our localized solution types between the two cones, and thereby populating all four components of the Dirac spinor.
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CHAPTER 5

ESTABLISHING THE RELATIVISTIC LINEAR STABILITY EQUATIONS:
MICROSCOPIC LATTICE DERIVATION, TRANSITION OF OPERATORS
FROM LATTICE TO CONTINUUM, PROPERTIES OF SPINOR COHERENCE
FACTORS AND INTERACTING GROUND STATE

5.1 Introduction

In this chapter, we provide the complete analysis for the low-energy structure of BECs in honeycomb lattices to support and build on the material presented in Chapter 4. This includes a review of the standard Bogoliubov theory for unconfined BECs with arbitrary spatial profiles, and the complete derivation of the RLSE which relies heavily on the use of Wannier functions combined with geometry to prove all of our results, for each step at the microscopic level. We apply the RLSE to a uniform condensate, for which we provide detailed calculations to obtain the terms describing interactions of the quasi-particles with the phase of the condensate. This last step allows us to obtain the prediction of Cherenkov radiation as we have presented in Chapter 4.

5.2 Standard Theory for a Free Condensate

In this section we reproduce the standard derivation for a nonuniform condensate as presented in the original article by A. L. Fetter in Ref. [66]. Beginning with the many-body Hamiltonian for interacting bosons, we first perform the Bogoliubov transformation, and then specialize the potential to include the lattice; compute the interacting system first, then turn on the lattice rather than the other way around. We start again with the Hamiltonian
\[
\hat{H} = \int d^2 r \hat{\psi}^\dagger H_0 \hat{\psi} + \frac{g}{2} \int d^2 r \hat{\psi}^\dagger \hat{\psi}^\dagger \hat{\psi} \hat{\psi},
\]
(5.1)

where, \( H_0 \equiv -\frac{\hbar^2}{2m} \nabla^2 + V(\vec{r}) \),
(5.2)

and, \( V(\vec{r}) \) is the lattice potential and \( g \) is the contact interaction coupling strength.

In what follows we proceed in the same manner as in Fetter’s seminal 1972 paper. As before, we decompose the wavefunction as the sum

\[
\hat{\psi}(\vec{r}) = \zeta(\vec{r}) \hat{a}_0 + \hat{\phi}(\vec{r}),
\]
(5.3)

where we have separated out an operator component to the condensate part that satisfies the bosonic commutation relation:

\[
[\hat{a}_0, \hat{a}_0^\dagger] = 1.
\]
(5.4)

It is clear that the first term on the right hand side of Eq. (5.3) describes the condensate since it destroys a particle in the mean field \( \zeta \) which, by itself, is a good approximation to \( \hat{\psi} \). The second term destroys a particle in a number of single-particle basis states of the noninteracting system and describes the part of \( \hat{\psi} \) that deviates from the mean field. In the Bogoliubov limit \( \hat{a}_0 \to N_0^{1/2} \) but we compute the commutator before taking this limit to retain the effect of the presence of a macroscopic condensate field. We can obtain the commutation relations for \( \hat{\phi} \) and \( \hat{\phi}^\dagger \) by starting with the commutator for \( \hat{\psi} \) and \( \hat{\psi}^\dagger \) and using Eqs. (5.3) and (5.4). Starting from

\[
\left[ \hat{\psi}(\vec{r}), \hat{\psi}^\dagger(\vec{r}') \right] = \delta(\vec{r} - \vec{r}'),
\]
(5.5)

\[
\left[ \hat{\psi}(\vec{r}), \hat{\psi}(\vec{r}') \right] = 0,
\]
(5.6)

\[
\left[ \hat{\psi}^\dagger(\vec{r}), \hat{\psi}^\dagger(\vec{r}') \right] = 0.
\]
(5.7)

We then have
\[
\begin{align*}
\left[ \hat{\psi}(\vec{r}), \hat{\psi}^\dagger(\vec{r}') \right] &= \left[ \zeta(\vec{r}) \hat{a}_0 + \hat{\phi}(\vec{r}), \zeta^*(\vec{r}') \hat{a}_0^\dagger + \hat{\phi}^\dagger(\vec{r}') \right] \\
&= \zeta(\vec{r}) \zeta^*(\vec{r}') \left[ \hat{a}_0, \hat{a}_0^\dagger \right] + \zeta(\vec{r}) \left[ \hat{a}_0, \hat{\phi}^\dagger(\vec{r}') \right] \\
&\quad + \zeta^*(\vec{r}') \left[ \hat{\phi}(\vec{r}), \hat{a}_0 \right] + \left[ \hat{\phi}(\vec{r}), \hat{\phi}^\dagger(\vec{r}') \right] \\
&\Rightarrow \\
\left[ \hat{\phi}(\vec{r}), \hat{\phi}^\dagger(\vec{r}') \right] &= \delta(\vec{r} - \vec{r}') - \zeta(\vec{r}) \zeta^*(\vec{r}') , \quad (5.8)
\end{align*}
\]

where we have used Eq. (5.4) and

\[
\left[ \hat{a}_0, \hat{\phi}^\dagger(\vec{r}') \right] = \left[ \hat{\phi}(\vec{r}), \hat{a}_0^\dagger \right] = 0 . \quad (5.9)
\]

Also,

\[
\begin{align*}
\left[ \hat{\psi}(\vec{r}), \hat{\psi}(\vec{r}') \right] &= \left[ \zeta(\vec{r}) \hat{a}_0 + \hat{\phi}(\vec{r}), \zeta(\vec{r}) \hat{a}_0 + \hat{\phi}(\vec{r}) \right] \\
&= \zeta(\vec{r}) \zeta(\vec{r}') \left[ \hat{a}_0, \hat{a}_0 \right] + \zeta(\vec{r}) \left[ \hat{a}_0, \hat{\phi}(\vec{r}') \right] \\
&\quad + \zeta(\vec{r}') \left[ \hat{\phi}(\vec{r}), \hat{a}_0 \right] + \left[ \hat{\phi}(\vec{r}), \hat{\phi}(\vec{r}') \right] \\
&\Rightarrow \\
\left[ \hat{\phi}(\vec{r}), \hat{\phi}(\vec{r}') \right] &= 0 . \quad (5.10)
\end{align*}
\]

Similarly,

\[
\begin{align*}
\left[ \hat{\psi}^\dagger(\vec{r}), \hat{\psi}^\dagger(\vec{r}') \right] &= \left[ \zeta^*(\vec{r}) \hat{a}_0^\dagger + \hat{\phi}^\dagger(\vec{r}), \zeta^*(\vec{r}') \hat{a}_0^\dagger + \hat{\phi}^\dagger(\vec{r}') \right] \\
&= \zeta^*(\vec{r}) \zeta^*(\vec{r}') \left[ \hat{a}_0^\dagger, \hat{a}_0^\dagger \right] + \zeta^*(\vec{r}) \left[ \hat{a}_0^\dagger, \hat{\phi}(\vec{r}') \right] \\
&\quad + \zeta^*(\vec{r}') \left[ \hat{\phi}^\dagger(\vec{r}), \hat{a}_0^\dagger \right] + \left[ \hat{\phi}^\dagger(\vec{r}), \hat{\phi}^\dagger(\vec{r}') \right] \\
&\Rightarrow \\
\left[ \hat{\phi}^\dagger(\vec{r}), \hat{\phi}^\dagger(\vec{r}') \right] &= 0 . \quad (5.11)
\end{align*}
\]

In the Bogoliubov limit the condensate wavefunction has no operator part and \( \psi \) may be written as
\[ \hat{\psi}(\vec{r}) = \Psi(\vec{r}) + \hat{\phi}(\vec{r}), \] 

(5.18)

where the condensate wavefunction has well defined phase and particle density and so may be written as

\[ \Psi(\vec{r}) = \sqrt{\frac{N_0}{A}} e^{iS(\vec{r})} \sqrt{\rho(\vec{r})}. \]  

(5.19)

Here \( A \) is the area of the planar system. The radial part is normalized as

\[ A^{-1} \int d^2 r \rho(\vec{r}) = 1. \]  

(5.20)

With these definitions the usual bosonic commutation relations become

\[ \left[ \hat{\phi}(\vec{r}), \hat{\phi}^\dagger(\vec{r}') \right] = e^{iS(\vec{r})} e^{-iS(\vec{r}')} \bar{\delta}(\vec{r}, \vec{r}'), \]  

(5.21)

\[ \text{where, } \bar{\delta}(\vec{r}, \vec{r}') = \delta(\vec{r} - \vec{r}') - A^{-1} \sqrt{\rho(\vec{r})} \sqrt{\rho(\vec{r}')}. \]  

(5.22)

As before, we transform to the new Hamiltonian

\[ \hat{K} = \hat{H} - \mu \hat{N} = \hat{H} - \mu \int d^2 r \hat{\psi}^\dagger \hat{\psi}. \]  

(5.23)

Now, inserting Eq. (5.3) into Eq. (5.23), expanding through second order in the operator part and eliminating the linear terms by forcing the condensate wavefunction to obey the equation

\[ \left[ H_0 - \mu + g |\Psi|^2 \right] \Psi = 0. \]  

(5.24)

These steps are the same as before but now for a single component wavefunction. We arrive at the Bogoliubov Hamiltonian \( \hat{K} = \hat{K}_0 + \hat{K}_2 \) where
\[ \hat{K}_0 = \int d^2 r \, \Psi^*(\vec{r}) \left[ H_0 - \mu + \frac{g}{2} |\Psi(\vec{r})|^2 \right] \Psi(\vec{r}) \]

and,

\[ \hat{K}_2 = \int d^2 r \, \hat{\phi}^\dagger(\vec{r}) \left[ H_0 - \mu + 2g |\Psi(\vec{r})|^2 \right] \hat{\phi}(\vec{r}) + \frac{g}{2} \int d^2 r \left\{ [\Psi^*(\vec{r})]^2 \hat{\phi}(\vec{r}) \hat{\phi}(\vec{r}) + \hat{\phi}^\dagger(\vec{r}) \hat{\phi}^\dagger(\vec{r}) [\Psi(\vec{r})]^2 \right\} , \quad (5.25) \]

where in addition to the kinetic operator we also have an arbitrary external potential in the first two terms. Eq.(5.25) is quadratic in the field operators and so may be diagonalized with the appropriate field redefinition. Next, we diagonalize Eq.(5.25) with the linear transformation

\[ \hat{\phi}(\vec{r}) = e^{iS(\vec{r})} \sum_j \left[ u_j(\vec{r}) \hat{\alpha}_j - v_j^*(\vec{r}) \hat{\alpha}_j^\dagger \right] , \quad (5.26) \]

\[ \hat{\phi}^\dagger(\vec{r}) = e^{-iS(\vec{r})} \sum_j \left[ u_j^*(\vec{r}) \hat{\alpha}_j^\dagger - v_j(\vec{r}) \hat{\alpha}_j \right] . \quad (5.27) \]

The prime on the summation sign indicates that we are omitting the condensate from the sum. The \( \alpha_j \)'s and \( \alpha_j^\dagger \)'s inherit standard bosonic commutation relations from \( \hat{\phi} \) and \( \hat{\phi}^\dagger \) and the transformation coefficients obey the completeness relations

\[ \sum_j \left[ u_j(\vec{r}) \ u_j^*(\vec{r}') - v_j^*(\vec{r}) \ v_j(\vec{r}') \right] = \delta(\vec{r},\vec{r}') \quad (5.28) \]

\[ \sum_j \left[ u_j(\vec{r}) \ v_j^*(\vec{r}') - v_j^*(\vec{r}) \ u_j(\vec{r}') \right] = 0 \quad (5.29) \]

\[ \sum_j \left[ u_j^*(\vec{r}) \ v_j(\vec{r}') - v_j(\vec{r}) \ u_j^*(\vec{r}') \right] = 0 . \quad (5.30) \]

Substituting Eqs. (5.26) and (5.27) into Eq. (5.25) and, after some tedious algebra as we have previously shown, we arrive at
\[
\dot{K} = \int d^2r \, \Psi^*(\vec{r}) \left[ H_0 - \mu + \frac{g}{2} |\Psi(\vec{r})|^2 \right] \Psi(\vec{r}) \\
+ \sum_j \int d^2r \left\{ \hat{\alpha}_j \hat{\alpha}_k^\dagger \left[ v_j \mathcal{L} v_k^* - \frac{1}{2} g |\Psi|^2 \left( u_j v_k^* + u_k^* v_j \right) \right] \\
+ \hat{\alpha}_j^\dagger \hat{\alpha}_k \left[ u_j^* \mathcal{L} u_k + \frac{1}{2} g |\Psi|^2 \left( v_j^* u_k + v_k^* u_j \right) \right] \\
- \hat{\alpha}_j \hat{\alpha}_k^\dagger \left[ v_j \mathcal{L} v_k - \frac{1}{2} g |\Psi|^2 \left( u_j^* u_k + u_k^* v_j \right) \right] \\
- \hat{\alpha}_j^\dagger \hat{\alpha}_k^\dagger \left[ u_j^* \mathcal{L} v_k - \frac{1}{2} g |\Psi|^2 \left( u_j^* v_k^* + v_j^* v_k^* \right) \right] \right\},
\]
(5.31)

where we have used the condensed notation

\[
\mathcal{L} = -\frac{\hbar^2}{2m} \left[ \nabla + i \nabla S(\vec{r}) \right]^2 + V(\vec{r}) - \mu + 2g |\Psi(\vec{r})|^2.
\]
(5.32)

The next step determines the functional form of the transformation coefficients and further simplifies the Hamiltonian as we continue to work towards diagonalization. Assume the following coupled eigenvalue equations as constraints

\[
\mathcal{L} u_j - g |\Psi|^2 v_j = E_j u_j
\]
(5.33)
\[
\mathcal{L}^* v_j - g |\Psi|^2 u_j = -E_j v_j
\]
(5.34)

so that Eq.(5.31) reduces to

\[
\dot{K} = \int d^2r \, \Psi^*(\vec{r}) \left[ H_0 - \mu + \frac{g}{2} |\Psi(\vec{r})|^2 \right] \Psi(\vec{r}) \\
+ \frac{1}{2} \sum_j \int d^2r \left[ (E_j + E_k)(\alpha_j^\dagger \alpha_k^* u_j u_k - \alpha_j \alpha_k^\dagger v_j v_k) \right] \\
+ (E_j - E_k)(\alpha_j \alpha_k^* u_j v_k - \alpha_j^\dagger \alpha_k^\dagger u_j^* v_k^*) \right] \right\}.
\]
(5.35)

Multiplying Eq. (5.33) by \(u_k^*\) and Eq. (5.34) by \(v_k^*\) and integrating, we get

\[
(E_j - E_k^*) \int d^2r (u_j^* u_k - v_j^* v_k) = 0,
\]
(5.36)
which further leads to
\[
\int d^2 r \left[ u_j^*(\vec{r}) u_k(\vec{r}) - v_j^*(\vec{r}) v_k(\vec{r}) \right] = \delta_{j,k} . \tag{5.37}
\]
Similarly, multiplying by \( v_k \) and \( u_k \) and integrating gives
\[
\int d^2 r \left[ u_j(\vec{r}) v_k(\vec{r}) - u_k(\vec{r}) v_j(\vec{r}) \right] = 0 . \tag{5.38}
\]
Using the results of Eqs.(5.36) - (5.38), the final diagonal form of the Hamiltonian is
\[
\hat{K} = \int d^2 r \, \Psi^*(\vec{r}) \left[ H_0 - \mu + \frac{g}{2} |\Psi(\vec{r})|^2 \right] \Psi(\vec{r})
- \sum_j E_j \int d^2 r |v_j(\vec{r})|^2 + \sum_j E_j \alpha_j^\dagger \alpha_j . \tag{5.39}
\]

5.3 Bogoliubov Theory for a Condensate at Dirac Point of a Honeycomb Lattice

So far, what we have presented is simply a review of the main points in the Bogoliubov transformation for a nonuniform Bose gas [66]. Our notation is slightly different in that we have kept \( H_0 \) in our equations to allow for a more general single-particle Hamiltonian which includes an arbitrary external potential. For our particular interest, we would like to know how the structure of the transformation changes as the lattice strength is turned up from zero to the tight-binding limit. Namely, what do Eqs.(5.33), (5.34) and (5.39) map to in the presence of a strong, two-dimensional lattice potential?

In going from the case where the lattice potential is turned off, we can imagine adiabatically tuning \( V(\vec{r}) \) so that the order parameter (the average field of the many-body system) gradually settles into a solution that is well described by a set of Bloch states. Since Bloch states form a complete orthonormal set there is certainly nothing preventing us from expressing any well behaved function in terms of such a basis but,
only as we increase the depth of the potential wells of the lattice do the individual states, labeled by wave-number \( \vec{k} \), become stationary states of the system. The first step then is to make the leap to the tight-binding limit and trust that a straightforward substitution of Bloch states (or linear combinations of them) into the key equations will determine the correct structure of the theory in the tight-binding limit.

The first assumption is that, in the tight-binding limit, we can further decompose the condensate and operator parts of the wavefunction in terms of the individual sublattices. To compute the commutation relations, Eqs. (5.10), (5.11), (5.14), and (5.17), corresponding to taking the tight-binding limit, the condensate and quasi-particle terms in Eq. (5.3) may be expanded as follows:

\[
\zeta(\vec{r}) = \zeta_A(\vec{r}) + \zeta_B(\vec{r}), \tag{5.40}
\]

\[
\hat{\phi}(\vec{r}) = \hat{\phi}_A(\vec{r}) + \hat{\phi}_B(\vec{r}), \tag{5.41}
\]

with,

\[
\zeta_A(\vec{r}) \equiv \sum_A e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w_{A_i}(\vec{r} - \vec{r}_A), \tag{5.42}
\]

\[
\zeta_B(\vec{r}) \equiv \sum_B e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w_{B_i}(\vec{r} - \vec{r}_B), \tag{5.43}
\]

\[
\hat{\phi}_A(\vec{r}) \equiv \sum_A \hat{a}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A), \tag{5.44}
\]

\[
\hat{\phi}_B(\vec{r}) \equiv \sum_B \hat{b}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w(\vec{r} - \vec{r}_B). \tag{5.45}
\]

Equation (5.3) becomes

\[
\hat{\psi}(\vec{r}) = \hat{a}_0 \sum_A e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w_{A_i}(\vec{r} - \vec{r}_A) + \hat{b}_0 \sum_B e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w_{B_i}(\vec{r} - \vec{r}_B) + \sum_A \hat{a}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A) + \sum_B \hat{b}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w(\vec{r} - \vec{r}_B). \tag{5.46}
\]

This decomposition also assumes that overlap between any two sites is small enough so that the field operator algebra, that is continuously parameterized by the points on
the two-dimensional manifold, breaks up into a discrete set of algebras parameterized
by each lattice site. The $w_{A_i}$ and $w_{B_i}$ are localized at the lattice sites $A_i$ and $B_i$
respectively but the subscripts indicate that these are generally different for each site.
Note the important difference between the condensate and quasi-particle parts. The
first and second summations on the right hand side of Eq.(5.46) destroy particles in the
single-particle wavefunction described by the sum over modified Bloch states; these
are states with well-defined density and phase for the A and B sublattice condensates.
Because of this, the condensate is really a two-state system. On the other hand, the
third and fourth summations destroy particles at individual lattice sites creating a
many-body superposition of single-particle states. Computing the lattice counterpart
to Eq.(5.10) using Eq.(5.46), we get

$$\psi(\vec{r}), \quad \tilde{\psi}(\vec{r}^\prime) = \left[ \hat{a}_0, \hat{a}_0^\dagger \right] \sum_{A,A^\prime} e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_{A^\prime})} w_{A^\prime}(\vec{r}^\prime - \vec{r}_A) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w_A(\vec{r} - \vec{r}_A)$$

$$+ \left[ \hat{b}_0, \hat{b}_0^\dagger \right] \sum_{B,B^\prime} e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_{B^\prime})} w_{B^\prime}(\vec{r}^\prime - \vec{r}_B) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w_B(\vec{r} - \vec{r}_B)$$

$$+ \sum_A \left[ \hat{a}_i, \hat{a}_i^\dagger \right] e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_A)} w^*(\vec{r}^\prime - \vec{r}_A) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A)$$

$$+ \sum_B \left[ \hat{b}_i, \hat{b}_i^\dagger \right] e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_B)} w^*(\vec{r}^\prime - \vec{r}_B) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w(\vec{r} - \vec{r}_B) \quad (5.47)$$

$$\Rightarrow \quad \delta(\vec{r} - \vec{r}^\prime) \quad (5.48)$$

$$\sum_A \left[ \hat{a}_i, \hat{a}_i^\dagger \right] e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_A)} w^*(\vec{r}^\prime - \vec{r}_A) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A)$$

$$+ \sum_B \left[ \hat{b}_i, \hat{b}_i^\dagger \right] e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_B)} w^*(\vec{r}^\prime - \vec{r}_B) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w(\vec{r} - \vec{r}_B)$$

$$= \delta(\vec{r} - \vec{r}^\prime)$$

$$- \sum_{A,A^\prime} e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_{A^\prime})} w_{A^\prime}^*(\vec{r}^\prime - \vec{r}_{A^\prime}) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w_A(\vec{r} - \vec{r}_A)$$

$$- \sum_{B,B^\prime} e^{-i\vec{k} \cdot (\vec{r}^\prime - \vec{r}_{B^\prime})} w_{B^\prime}^*(\vec{r}^\prime - \vec{r}_{B^\prime}) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w_B(\vec{r} - \vec{r}_B). \quad (5.49)$$

This can be written in condensed notation
\[
\sum_A \left[ \hat{\phi}_{A_i}(\vec{r}), \hat{\phi}^\dagger_{A_i}(\vec{r}') \right] + \sum_B \left[ \hat{\phi}_{B_i}(\vec{r}), \hat{\phi}^\dagger_{B_i}(\vec{r}') \right] = \\
\delta(\vec{r} - \vec{r}') - \sum_A \zeta^*_A(\vec{r}') \zeta_A(\vec{r}) - \sum_B \zeta^*_B(\vec{r}') \zeta_B(\vec{r}). \tag{5.50}
\]

The full Hamiltonian for the system is symmetric in the sublattice labels \(A\) and \(B\) which allows us to write

\[
\sum_A \left[ \hat{\phi}_{A_i}(\vec{r}), \hat{\phi}^\dagger_{A_i}(\vec{r}') \right] = \frac{1}{2} \delta(\vec{r} - \vec{r}') - \sum_A \zeta^*_A(\vec{r}') \zeta_A(\vec{r}), \tag{5.51}
\]

\[
\sum_B \left[ \hat{\phi}_{B_i}(\vec{r}), \hat{\phi}^\dagger_{B_i}(\vec{r}') \right] = \frac{1}{2} \delta(\vec{r} - \vec{r}') - \sum_B \zeta^*_B(\vec{r}') \zeta_B(\vec{r}). \tag{5.52}
\]

These are the lattice analogues of Eq.(5.10). Next, we compute the counterpart to Eq.(5.11). This is straightforward and needs no detailed calculation since our initial assumption; that the operators for condensate and non-condensate particles commute; still holds. We obtain

\[
\begin{align*}
[\hat{a}_0, \hat{\phi}^\dagger_{A}(\vec{r}')] &= [\hat{\phi}_{A}(\vec{r}), \hat{a}^\dagger_0] = 0, \quad \tag{5.53} \\
[\hat{a}_0, \hat{\phi}^\dagger_{B}(\vec{r}')] &= [\hat{\phi}_{B}(\vec{r}), \hat{a}^\dagger_0] = 0, \quad \tag{5.54} \\
[\hat{b}_0, \hat{\phi}^\dagger_{A}(\vec{r}')] &= [\hat{\phi}_{A}(\vec{r}), \hat{b}^\dagger_0] = 0, \quad \tag{5.55} \\
[\hat{b}_0, \hat{\phi}^\dagger_{B}(\vec{r}')] &= [\hat{\phi}_{B}(\vec{r}), \hat{b}^\dagger_0] = 0. \quad \tag{5.56}
\end{align*}
\]

Similarly Eq.(5.14) becomes

\[
\begin{align*}
[\hat{\phi}_{A}(\vec{r}), \hat{\phi}_{A}(\vec{r}')] &= 0, \quad \tag{5.57} \\
[\hat{\phi}_{A}(\vec{r}), \hat{\phi}_{B}(\vec{r}')] &= 0, \quad \tag{5.58} \\
[\hat{\phi}_{B}(\vec{r}), \hat{\phi}_{B}(\vec{r}')] &= 0. \quad \tag{5.59}
\end{align*}
\]

Eq.(5.17) becomes
\[
\begin{align*}
\left[ \hat{\phi}_A^\dagger(\vec{r}), \hat{\phi}_A^\dagger(\vec{r}') \right] &= 0, \\
\left[ \hat{\phi}_A^\dagger(\vec{r}), \hat{\phi}_B^\dagger(\vec{r}') \right] &= 0, \\
\left[ \hat{\phi}_B^\dagger(\vec{r}), \hat{\phi}_B^\dagger(\vec{r}') \right] &= 0.
\end{align*}
\]

Next, we take the Bogoliubov limit in which the condensate part of the wavefunction becomes a pure complex number by letting \( \hat{a}_0, \hat{b}_0 \to N_0^{1/2} \),

\[
\hat{\psi}(\vec{r}) = \Psi_A(\vec{r}) + \Psi_B(\vec{r}) + \hat{\phi}_A(\vec{r}) + \hat{\phi}_B(\vec{r}),
\]

where the condensate wavefunction is defined as

\[
\Psi(\vec{r}) = \Psi_A(\vec{r}) + \Psi_B(\vec{r}),
\]

and,

\[
\begin{align*}
\Psi_A(\vec{r}) &= \zeta_A(\vec{r}) N_0^{1/2} \\
\Psi_B(\vec{r}) &= \zeta_B(\vec{r}) N_0^{1/2}.
\end{align*}
\]

Expressing the condensate in terms of a local particle number and phase,

\[
\begin{align*}
\Psi_A(\vec{r}) &= \sum_A e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w_A \sqrt{n_A} e^{i S_A} w(\vec{r} - \vec{r}_A), \\
\Psi_B(\vec{r}) &= \sum_B e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w_B \sqrt{n_B} e^{i S_B} w(\vec{r} - \vec{r}_B),
\end{align*}
\]

where we assume the local functions normalized as

\[
\int d^2 r w^* w = 1,
\]

so that
\[
\int d^2 \boldsymbol{r} \Psi_A^*(\boldsymbol{r}) \Psi_A(\boldsymbol{r}) = \sum_A n_{A_i} = N_{0,A}, \quad (5.70)
\]
\[
\int d^2 \boldsymbol{r} \Psi_B^*(\boldsymbol{r}) \Psi_B(\boldsymbol{r}) = \sum_B n_{B_i} = N_{0,B}, \quad (5.71)
\]

where the total number of condensate particles is defined in terms of the total in each sublattice

\[
N_0 \equiv N_{0,A} + N_{0,B}. \quad (5.72)
\]

Substituting Eq.(5.64) into Eq.(5.24), we get

\[
[H_0 - \mu + g |\Psi_A|^2 + g \Psi_A^* \Psi_B + g \Psi_B^* \Psi_A + g |\Psi_B|^2] (\Psi_A + \Psi_B) = 0. \quad (5.73)
\]

Next, we substitute Eq.(5.67) and (5.68) into Eq.(5.73) and multiply on the left by

\[
e^{-i\boldsymbol{k} \cdot (\boldsymbol{r} - \boldsymbol{r}_{A_j})} w^*(\boldsymbol{r} - \boldsymbol{r}_{A_j}), \quad (5.74)
\]

and integrate over the plane. Here the subscript \( A_j \) indicates that this quantity is associated with the \( j \)th site of the \( A \) sublattice. We restrict to the condition of nearest-neighbor interactions which greatly simplifies the resulting expression since all \( A-A \) and \( B-B \) transitions, except for on-site kinetic and potential terms, are eliminated and the later may be neglected as an overall self-energy. Then, only integrals involving neighboring \( A-B \) sites remain in the sum. Similarly, in the interactions only on-site terms are non-negligible, i.e., overlap of functions \( w \) belonging to the same site. Eq.(5.73) then reduces to

\[
-t_h \left[ \sqrt{n_{B_j}} e^{iS_{B_j}} e^{i\boldsymbol{k} \cdot (\boldsymbol{r}_{A_j} - \boldsymbol{r}_{B_j})} + \sqrt{n_{B_{j-1}}} e^{iS_{B_{j-1}}} e^{i\boldsymbol{k} \cdot (\boldsymbol{r}_{A_j} - \boldsymbol{r}_{B_{j-1}})} + \sqrt{n_{B_{j+1}}} e^{iS_{B_{j+1}}} e^{i\boldsymbol{k} \cdot (\boldsymbol{r}_{A_j} - \boldsymbol{r}_{B_{j+1}})} \right] - \mu \sqrt{n_{A_j}} e^{iS_{A_j}} + U \left[ \sqrt{n_{A_j}} e^{iS_{A_j}} \right]^2 \sqrt{n_{A_j}} e^{iS_{A_j}} = 0. \quad (5.75)
\]
The hopping integral and interaction energy are respectively,

\[ t_h = - \int d^2 r \ w^* (\vec{r} - \vec{r}_{A_j}) \ H_0 \ w (\vec{r} - r_{B_j}) \] (5.76)

and,

\[ U = g \int d^2 r \ w_j^* \ w_j^* \ w_j \] , (5.77)

where \( A_j \) and \( B_j \) refer to nearest neighbor sites. In terms of the nearest neighbor vectors \( \vec{\delta}_1, \vec{\delta}_2, \) and \( \vec{\delta}_3, \) we get

\[ -t_h \left[ \sqrt{n_{B_j}} e^{iS_{B_j}} e^{i\vec{k} \cdot \vec{\delta}_3} + \sqrt{n_{B_{j^{-1}}}} e^{iS_{B_{j^{-1}}}} e^{i\vec{k} \cdot \vec{\delta}_1} + \sqrt{n_{B_{j^{-2}}}} e^{iS_{B_{j^{-2}}}} e^{i\vec{k} \cdot \vec{\delta}_2} \right] \\
- \mu \sqrt{n_{A_j}} e^{iS_{A_j}} + U \left| \sqrt{n_{A_k}} e^{iS_{A_k}} \right|^2 \sqrt{n_{A_k}} e^{iS_{A_k}} = 0. \] (5.78)

Next we insert particular values for the nearest-neighbor displacement vectors \( \vec{\delta} \) and evaluate \( \vec{k} \) at the Brillouin zone corner, defined by \( \vec{k} = \vec{K} = (0, 4\pi/3), \vec{\delta}_1 = \left( \frac{1}{2\sqrt{3}}, -\frac{1}{2} \right), \vec{\delta}_2 = \left( \frac{1}{2\sqrt{3}}, \frac{1}{2} \right), \vec{\delta}_3 = \left( -\frac{1}{\sqrt{3}}, 0 \right), \) to obtain

\[ -t_h \left[ \sqrt{n_{B_k}} e^{iS_{B_k}} e^{0} + \sqrt{n_{B_{k^{-1}}}} e^{iS_{B_{k^{-1}}}} e^{-i2\pi/3} + \sqrt{n_{B_{k^{-2}}}} e^{iS_{B_{k^{-2}}}} e^{i2\pi/3} \right] \\
- \mu \sqrt{n_{A_k}} e^{iS_{A_k}} + U \left| \sqrt{n_{A_k}} e^{iS_{A_k}} \right|^2 \sqrt{n_{A_k}} e^{iS_{A_k}} = 0. \] (5.79)

Reducing the exponentials gives

\[ -t_h \left[ \sqrt{n_{B_k}} e^{iS_{B_k}} + \sqrt{n_{B_{k^{-1}}}} e^{iS_{B_{k^{-1}}}} (-1/2 - i\sqrt{3}/2) \right. \\
+ \sqrt{n_{B_{k^{-2}}}} e^{iS_{B_{k^{-2}}}} (-1/2 + i\sqrt{3}/2) \right] \\
- \mu \sqrt{n_{A_k}} e^{iS_{A_k}} + U \left| \sqrt{n_{A_k}} e^{iS_{A_k}} \right|^2 \sqrt{n_{A_k}} e^{iS_{A_k}} = 0. \] (5.80)

Regrouping terms gives us

\[ -t_h \left[ \left( \sqrt{n_{B_k}} e^{iS_{B_k}} - \sqrt{n_{B_{k^{-1}}}} e^{iS_{B_{k^{-1}}}} \right) (1/2 + i\sqrt{3}/2) \right. \\
+ \left( \sqrt{n_{B_k}} e^{iS_{B_k}} - \sqrt{n_{B_{k^{-2}}}} e^{iS_{B_{k^{-2}}}} \right) (1/2 - i\sqrt{3}/2) \right] \\
- \mu \sqrt{n_{A_k}} e^{iS_{A_k}} + U \left| \sqrt{n_{A_k}} e^{iS_{A_k}} \right|^2 \sqrt{n_{A_k}} e^{iS_{A_k}} = 0. \] (5.81)
Dividing through by the lattice spacing, $a$, and taking the continuum limit, the first two terms that contain differences become derivatives of the condensate wavefunction with respect to the lattice translation vectors. Abusing the notation a bit, we redefine the components of the condensate wavefunction in terms of the density and phase as

$$\Psi_A(\vec{r}) \equiv \sqrt{\rho_A(\vec{r})} e^{iS_A(\vec{r})},$$  
$$\Psi_B(\vec{r}) \equiv \sqrt{\rho_B(\vec{r})} e^{iS_B(\vec{r})}.$$  

(5.82)  

(5.83)

Here the density and phase are the continuum limits of those in Eq.(5.81). Eq.(5.81) becomes

$$-t_h \left[ \frac{\partial \Psi_B}{\partial n_1} \left( \frac{1}{2} + i\sqrt{3}/2 \right) + \frac{\partial \Psi_B}{\partial n_2} \left( \frac{1}{2} - i\sqrt{3}/2 \right) \right] - \mu \Psi_A + U |\Psi_A|^2 \Psi_A = 0. \quad (5.84)$$

After transforming to $x$ and $y$ coordinates and working through some algebra, we arrive at

$$\frac{it_h a \sqrt{3}}{2 \hbar} \left( \partial_x - i \partial_y \right) \Psi_B - U |\Psi_A|^2 \Psi_A + \mu \Psi_A = 0. \quad (5.85)$$

The same steps lead to a similar equation for $\Psi_A$

$$\frac{it_h a \sqrt{3}}{2 \hbar} \left( \partial_x + i \partial_y \right) \Psi_A - U |\Psi_B|^2 \Psi_B + \mu \Psi_B = 0. \quad (5.86)$$

Replacing the constant in front of the derivative terms by the speed of sound in the condensate, we obtain

$$i \hbar c \left( \partial_x + i \partial_y \right) \Psi_A - U |\Psi_B|^2 \Psi_B + \mu \Psi_B = 0, \quad (5.87)$$

$$i \hbar c \left( \partial_x - i \partial_y \right) \Psi_B - U |\Psi_A|^2 \Psi_A + \mu \Psi_A = 0. \quad (5.88)$$

Eqs. (5.87) and (5.88) comprise the nonlinear Dirac equation for one Dirac point.
5.3.1 Transition of Operators Between Lattice and Continuum Limits

We should establish a more rigorous connection between operators at the lattice scale and those that are defined after taking the long-wavelength limit. In particular, when working with operator terms in the Hamiltonian in the long-wavelength limit we may wish to diagonalize certain terms inducing off-diagonal terms elsewhere. We may ask what the relationship is between the operators used to diagonalize before taking the long-wavelength and those that diagonalize after taking this limit. On the lattice scale it is clear that an operator that creates a boson on the $A$ sublattice, say, and one that creates a boson in some superposition of $A$ and $B$ are related by some sort of spatial rotation while at long distances the transformation must map to some unitary operation acting on the pseudospin structure of the wavefunction.

On the lattice scale, the operator that creates a boson in the single-particle state with momentum $\hbar \vec{k}$, where $a$ is the lattice spacing, is given by

$$\hat{c}_k^\dagger = \sum_{A,B} w_{A_i(B_i)}(\vec{k}) \hat{c}_{k,A_i(B_i)}^\dagger,$$

(5.89)

where, $\hat{c}_{k,A_i(B_i)}^\dagger$ creates a boson at some site on the lattice and the projection is defined as

$$< w_{A_i(B_i)}(\vec{k}) > \equiv \int d^2r e^{i\vec{k} \cdot \vec{r}} w^*(\vec{r} - \vec{r}_{A_i(B_i)}).$$

(5.90)

The summation is defined over the entire lattice. Because of the isotropy of the system we may consider states with a given magnitude $k = |\vec{k}|$ and also, define $\hat{a}_{k,i}^\dagger \equiv \hat{c}_{k,A_i}^\dagger$ and $\hat{b}_{k,i}^\dagger \equiv \hat{c}_{k,B_i}^\dagger$. We are being very loose here with the lattice notation as we are using the single index $i$ to denote a site which is determined by a two-dimensional lattice vector. With these definitions, the operator that creates a boson with momentum $\hbar k$ on the $A$ sublattice is
\[
\hat{a}_k^\dagger \equiv \sum_A \langle w_A | k > \hat{c}_{k,A_i}^\dagger , \tag{5.91}
\]

similarly, for the \(B\) sublattice, we have

\[
\hat{b}_k^\dagger \equiv \sum_B \langle w_B | k > \hat{c}_{k,B_i}^\dagger . \tag{5.92}
\]

Then, at the lattice scale, a unitary operator that creates a superposition state over \(A\) and \(B\) must be

\[
\hat{q}_k^\dagger = U^*_{(L)aq} \hat{a}_k^\dagger + U^*_{(L)bq} \hat{b}_k^\dagger \tag{5.93}
\]

\[
= \sum_{A,B} \left( U^*_{(L)aq} \langle k | w_{A_i} > \hat{c}_{k,A_i}^\dagger + U^*_{(L)bq} \langle k | w_{B_i} > \hat{c}_{k,B_i}^\dagger \right) , \tag{5.94}
\]

with \(|U_{(L)aq}|^2 + |U_{(L)bq}|^2 = 1\) and the subscript \((L)\) indicates that these operator is defined at the lattice scale. We can connect a pure state to a superposition state through a spatial rotation. For example, since we have honeycomb lattice symmetry, a rotation by an integer multiple of \(\pi/3\) produces

\[
R(n\pi/3) \psi_A(\vec{r}) = R(n\pi/3) \sum_A w(\vec{r} - \vec{r}_A) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)}
\]

\[
= \sum_A [R(n\pi/3) w(\vec{r} - \vec{r}_A)] [R(n\pi/3) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)}]
\]

\[
= \sum_B w(\vec{r} - \vec{r}_B) e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)}
\]

\[
= \psi_B(\vec{r}) , \tag{5.95}
\]

so that,

\[
\tilde{R}_{n\pi/3} |0, ..., n_{A,k} = 1, ..., 0 > = |0, ..., n_{B,k} = 1, ..., 0 > , \tag{5.96}
\]

where \(\tilde{R}_{n\pi/3}\) is the action of a rotation by \(n \pi/3\) on the many body state with a single boson in a state with momentum \(\vec{p} = h \vec{k}\) on sublattice \(A\), i.e.,
\[ |0, \ldots, n_{A,k} = 1, \ldots, 0 > \equiv \hat{a}_k^\dagger |O > . \quad (5.97) \]

Note also that the induced transformation possesses the involution property

\[ \bar{R}^2_{n\pi/3} |0, \ldots, n_{A,k} = 1, \ldots, 0 > = \bar{R}_{n\pi/3} |0, \ldots, n_{B,k} = 1, \ldots, 0 > \]

\[ = |0, \ldots, n_{A,k} = 1, \ldots, 0 > \]

\[ \Rightarrow \bar{R}^2_{n\pi/3} = 1. \quad (5.98) \]

For a mixed operator acting on the ground state we have

\[ \hat{q}_k^\dagger |O > = C_{k,aq}^* |0, \ldots, n_{A,k} = 1, \ldots, 0 > + C_{k,bq}^* \bar{R}_{n\pi/3} \hat{a}_k^\dagger |O > \]

\[ \Rightarrow \hat{q}_k^\dagger = \left( C_{k,aq}^* + C_{k,bq}^* \bar{R}_{n\pi/3} \right) \hat{a}_k^\dagger \]

\[ = \left( 1 + e^{i\alpha} \bar{R}_{n\pi/3} \right) \hat{a}_k^\dagger, \quad (5.100) \]

where in the last step we have replaced complex constants by a phase difference in the second term. To define spatial rotations in two-dimensions we require one generator but since we are rotating complex functions we must also specify a relative phase rotation by a phase angle \( \delta \) embedded in the spatial rotation. For an infinitesimal spatial rotation \( \epsilon \), continuity in the phase of the wavefunction demands that \( \delta \) must also be small so that \( e^{i\delta/2} = 1 + i\delta/2 + h.c. \). We obtain

\[ \left( 1 + e^{i\alpha} \bar{R} \right) \equiv e^{\bar{r} \cdot \bar{Q}(L)} = 1_{(L)} + \epsilon_1 \bar{Q}_{(L),1} + \epsilon_2 \bar{Q}_{(L),2} + h.c. \quad (5.103) \]

where the bold notation indicates the action on the state space induced by the spatial and phase rotations in the plane. For a spatial plus phase rotation in two-dimensions we require the matrices

\[ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} , \begin{bmatrix} 0 & -e^{i\delta/2} \\ e^{-i\delta/2} & 0 \end{bmatrix} . \quad (5.104) \]
For small $\delta$ we can expand the second matrix

$$
\begin{bmatrix}
0 & -e^{i\delta/2} \\
0 & e^{-i\delta/2}
\end{bmatrix} \approx \begin{bmatrix}
0 & -(1 + i\delta/2) \\
(1 - i\delta/2) & 0
\end{bmatrix}
$$

(5.105)

$$
\approx \begin{bmatrix}
0 & -1 \\
1 & 0
\end{bmatrix} - i\delta/2 \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix}.
$$

(5.106)

Extracting a factor of $-i$ we obtain the Pauli matrices that are relevant to the plane.

With the expansion parameter in Eq.(5.103) defined such that $\epsilon_1 = \epsilon \delta/2$ and $\epsilon_2 = \epsilon$ we are now able to make the transition to the continuum limit through the mappings

$$
\mathbf{1}_{(L)} \rightarrow \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix} \equiv \mathbf{1}_{(C)},
$$

(5.107)

$$
\mathbf{Q}_{(L),1} \rightarrow -i \begin{bmatrix}
0 & 1 \\
1 & 0
\end{bmatrix} \equiv \mathbf{Q}_{(C),1},
$$

(5.108)

$$
\mathbf{Q}_{(L),2} \rightarrow -i \begin{bmatrix}
0 & -i \\
i & 0
\end{bmatrix} \equiv \mathbf{Q}_{(C),2}.
$$

(5.109)

The subscripts $L$ and $C$ indicate that the operators are defined at the lattice scale and continuum limit respectively. It is important to note that this transition is defined up to a phase factor. This phase allows us to adjust the rotation in the plane of the lattice to match the correct value for the Berry phase in the continuum limit which may be determined through geometric considerations. The final step is to identify $\mathbf{Q}_{(C),1}$ and $\mathbf{Q}_{(C),2}$ as the generators of unitary transformations acting on the internal pseudospin space of the continuum limit states.

### 5.3.2 The Tight-Binding Limit Form of Bogoliubov Transformations

Next, we determine the form of the linear transformations in the tight-binding limit. Eqs. (5.26) and (5.27) define local, point-wise, linear transformations. In the tight-binding limit the continuous parameters are replaced by a discrete set of on-site parameters. The lattice versions of Eqs.(5.26) and (5.27) are obtained by replacing the left hand sides by
\[ \hat{\phi}(\vec{r}) = \hat{\phi}_A(\vec{r}) + \hat{\phi}_B(\vec{r}) \]
\[ = \sum_A \hat{a}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A) + \sum_B \hat{b}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w(\vec{r} - \vec{r}_B), \]

and, similarly for the right hand sides, we decompose the \( u_j \) and \( v_j \) parameters into ones labeled by the particular sublattice as well as taking on discrete labels for each site. Thus, we have

\[ u_j(\vec{r}) = u_{j,A}(\vec{r}) + u_{j,B}(\vec{r}) = \sum_A u_{j,A}(\vec{r} - \vec{r}_A) + \sum_B u_{j,B}(\vec{r} - \vec{r}_B). \]

Explicitly, Eq.(5.26) becomes

\[ e^{iS(\vec{r})} \sum_A \left\{ \sum_j \left[ \sum_{A} u_{j,A}(\vec{r} - \vec{r}_A) \hat{\alpha}_j - v_{j,A}^*(\vec{r} - \vec{r}_A) \hat{\alpha}_j \right] \hat{\alpha}_j + \sum_B \left[ \sum_j v_{j,B}^*(\vec{r} - \vec{r}_B) \hat{\alpha}_j - u_{j,B}(\vec{r} - \vec{r}_B) \hat{\alpha}_j \right] \hat{\alpha}_j \right\} = 0. \]

Rearranging the summations on the right hand side gives

\[ e^{iS(\vec{r})} \sum_A \sum_j \left\{ \sum_{A} u_{j,A}(\vec{r} - \vec{r}_A) \hat{\alpha}_j - v_{j,A}^*(\vec{r} - \vec{r}_A) \hat{\alpha}_j \right\} \hat{\alpha}_j + \sum_B \sum_j \left\{ \sum_{j} v_{j,B}^*(\vec{r} - \vec{r}_B) \hat{\alpha}_j - u_{j,B}(\vec{r} - \vec{r}_B) \hat{\alpha}_j \right\} \hat{\alpha}_j = 0. \]

Since the transformation coefficients are well localized around each lattice site, we can approximate the phase factor by its value at the each lattice site, i.e.,

\[ e^{iS(\vec{r})} \simeq \sum_A \delta(\vec{r} - \vec{r}_A) e^{iS(\vec{r}_A)} + \sum_B \delta(\vec{r} - \vec{r}_B) e^{iS(\vec{r}_B)} \]
\[ \equiv \sum_A e^{iS_{A,i}} + \sum_B e^{iS_{B,i}}. \]
Also, since the new operators, the \( \hat{\alpha}_j \)'s, are now multiplied by transformation coefficients that are localized at each site, we can split the algebra by denoting those quasi-particle operators that pertain to the \( A \) and \( B \) sublattices as \( \hat{\alpha}_j \) and \( \hat{\beta}_j \) respectively. Eq.(5.114) becomes

\[
\sum_A \hat{a}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A) + \sum_B \hat{b}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w(\vec{r} - \vec{r}_B) = \\
\sum_A e^{iS_{A_i}} \left\{ \sum_j' \left[ u_{j,A_i}(\vec{r} - \vec{r}_A) \hat{\alpha}_j - v_{j,A_i}^*(\vec{r} - \vec{r}_A) \hat{\alpha}_j^\dagger \right] \right\} \\
+ \sum_B e^{iS_{B_i}} \left\{ \sum_j' \left[ u_{j,B_i}(\vec{r} - \vec{r}_B) \hat{\beta}_j - v_{j,B_i}^*(\vec{r} - \vec{r}_B) \hat{\beta}_j^\dagger \right] \right\}. \tag{5.116}
\]

From this expression we can read off the transformation matrices between the \( \hat{a}_i \)’s and \( \hat{b}_i \)’s and \( \hat{\alpha}_j \)’s and \( \hat{\beta}_j \)’s. Multiplying both sides of Eq.(5.116) by \( e^{-i\vec{k} \cdot (\vec{r} - \vec{r}_{A_i})} w^*(\vec{r} - \vec{r}_{A_i}) \) and integrating over the plane give

\[
\hat{a}_l = \sum_j' \left\{ e^{iS_{A_l}} \int d^2 r e^{-i\vec{k} \cdot (\vec{r} - \vec{r}_{A_l})} w^*(\vec{r} - \vec{r}_{A_l}) u_{j,A_l}(\vec{r} - \vec{r}_{A_l}) \right\} \hat{\alpha}_j \\
- \left\{ e^{iS_{A_l}} \int d^2 r e^{-i\vec{k} \cdot (\vec{r} - \vec{r}_{A_l})} w^*(\vec{r} - \vec{r}_{A_l}) v_{j,A_l}^*(\vec{r} - \vec{r}_{A_l}) \right\} \hat{\alpha}_j^\dagger. \tag{5.117}
\]

By condensing the notation a bit we obtain

\[
\hat{a}_l = \sum_j' \left( \tilde{u}_{j,A_l} \hat{\alpha}_j - \tilde{v}_{j,A_l}^* \hat{\alpha}_j^\dagger \right). \tag{5.118}
\]

Here we have defined the matrix elements as

\[
\tilde{u}_{j,A_l} \equiv e^{iS_{A_l}} \int d^2 r e^{-i\vec{k} \cdot (\vec{r} - \vec{r}_{A_l})} w^*(\vec{r} - \vec{r}_{A_l}) u_{j,A_l}(\vec{r} - \vec{r}_{A_l}), \tag{5.119}
\]

\[
\tilde{v}_{j,A_l}^* \equiv e^{iS_{A_l}} \int d^2 r e^{-i\vec{k} \cdot (\vec{r} - \vec{r}_{A_l})} w^*(\vec{r} - \vec{r}_{A_l}) v_{j,A_l}^*(\vec{r} - \vec{r}_{A_l}). \tag{5.120}
\]

Returning to Eq.(5.116), if we exchange the order of summation on the right hand side we obtain
\[
\sum_A \hat{a}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A) + \sum_B \hat{b}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} w(\vec{r} - \vec{r}_B) = \\
\sum_j \left\{ \sum_A e^{iS_{A_i}} \left[ u_{j,A_i}(\vec{r} - \vec{r}_A) \hat{\alpha}_j - v^*_{j,A_i}(\vec{r} - \vec{r}_A) \hat{\alpha}_j^\dagger \right] \right\} \\
+ \sum_j \left\{ \sum_B e^{iS_{B_i}} \left[ u_{j,B_i}(\vec{r} - \vec{r}_B) \hat{\beta}_j - v^*_{j,B_i}(\vec{r} - \vec{r}_B) \hat{\beta}_j^\dagger \right] \right\} . \quad (5.121)
\]

Eq.(5.121) may be expressed more concisely as

\[
\hat{\phi}_A(\vec{r}) + \hat{\phi}_B(\vec{r}) = e^{iS(\vec{r})} \sum_j \left[ u_{j,A}(\vec{r}) \hat{\alpha}_j - v^*_{j,A}(\vec{r}) \hat{\alpha}_j^\dagger \right] \\
+ e^{iS(\vec{r})} \sum_j \left[ u_{j,B}(\vec{r}) \hat{\beta}_j - v^*_{j,B}(\vec{r}) \hat{\beta}_j^\dagger \right] \\
\Rightarrow \hat{\phi}_A(\vec{r}) = e^{iS(\vec{r})} \sum_j \left[ u_{j,A}(\vec{r}) \hat{\alpha}_j - v^*_{j,A}(\vec{r}) \hat{\alpha}_j^\dagger \right] , \quad (5.122)
\]

\[
\hat{\phi}_B(\vec{r}) = e^{iS(\vec{r})} \sum_j \left[ u_{j,B}(\vec{r}) \hat{\beta}_j - v^*_{j,B}(\vec{r}) \hat{\beta}_j^\dagger \right] \quad (5.124)
\]

where we have used the definitions

\[
\hat{\phi}_A(\vec{r}) = \sum_A \hat{a}_i e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} w(\vec{r} - \vec{r}_A) , \quad (5.125)
\]

\[
u_{j,A}(\vec{r}) = \sum_A u_{j,A_i}(\vec{r} - \vec{r}_A) , \quad (5.126)
\]

and so forth.

Next, we specialize the completeness relations, Eqs. (5.28)-(5.30), to the tight-binding limit. Substituting Eq.(5.112) and an equivalent one for \( v_j \), into Eq.(5.28) gives
\[ \sum_j' \left\{ [u_{j,A}(\vec{r}) + u_{j,B}(\vec{r})] [u_{j,A}^*(\vec{r}') + u_{j,B}^*(\vec{r}')] - [v_{j,A}^*(\vec{r}) + v_{j,B}^*(\vec{r})] [v_{j,A}(\vec{r}') + v_{j,B}(\vec{r}')] \right\} \]
\[ = \delta(\vec{r} - \vec{r}') - \zeta_A^*(\vec{r}') \zeta_A(\vec{r}) - \zeta_B^*(\vec{r}') \zeta_B(\vec{r}). \]  

\[ (5.128) \]

If we expand the products on the left hand side in terms of the localized basis, and retain only same site products, we obtain

\[ \sum_j' \left\{ [u_{j,A}(\vec{r}) u_{j,A}^*(\vec{r}') + u_{j,B}(\vec{r}) u_{j,B}^*(\vec{r}')] - [v_{j,A}^*(\vec{r}) v_{j,A}(\vec{r}') + v_{j,B}^*(\vec{r}) v_{j,B}(\vec{r}')] \right\} \]
\[ = \delta(\vec{r} - \vec{r}') - \zeta_A^*(\vec{r}') \zeta_A(\vec{r}) - \zeta_B^*(\vec{r}') \zeta_B(\vec{r}). \]
\[ (5.129) \]

\[ \Rightarrow \]
\[ \sum_j' [u_{j,A}(\vec{r}) u_{j,A}^*(\vec{r}') - v_{j,A}^*(\vec{r}) v_{j,A}(\vec{r}')] + \sum_j' [u_{j,B}(\vec{r}) u_{j,B}^*(\vec{r}') + v_{j,B}^*(\vec{r}) v_{j,B}(\vec{r}')] \]
\[ = \delta(\vec{r} - \vec{r}') - \zeta_A^*(\vec{r}') \zeta_A(\vec{r}) - \zeta_B^*(\vec{r}') \zeta_B(\vec{r}). \]
\[ (5.130) \]

Again, because of the A-B symmetry, we can write

\[ \sum_j' [u_{j,A}(\vec{r}) u_{j,A}^*(\vec{r}') - v_{j,A}^*(\vec{r}) v_{j,A}(\vec{r}')] = \frac{1}{2} \delta(\vec{r} - \vec{r}') - \zeta_A^*(\vec{r}') \zeta_A(\vec{r}). \]
\[ (5.131) \]

\[ \sum_j' [u_{j,B}(\vec{r}) u_{j,B}^*(\vec{r}') + v_{j,B}^*(\vec{r}) v_{j,B}(\vec{r}')] = \frac{1}{2} \delta(\vec{r} - \vec{r}') - \zeta_B^*(\vec{r}') \zeta_B(\vec{r}). \]
\[ (5.132) \]

Eqs.(5.29) and (5.30) split in the same way.

5.3.3 Derivation of the Constraint Equations for the Lattice: Relativistic Linear Stability Equations

Next, we determine the Bogoliubov-de Gennes equations, Eqs.(5.33) and (5.34), for the lattice. First, we note the following:

1. Terms that are contained in the transformation, such as \( u_{j,A}(\vec{r} - \vec{r}_A) \hat{\alpha}_j \), can be expressed as an amplitude times a normalized function that is localized around the \( r \)th site of the A sublattice. That is, \( u_{j,A}(\vec{r} - \vec{r}_A) \hat{\alpha}_j \equiv \bar{u}_{j,A}(\vec{r} - \vec{r}_A) \hat{\alpha}_j \).
2. Since the operator $\hat{\alpha}^\dagger_j \hat{\alpha}_j$ acting on the full interacting excited ground state simply counts the number of quasi-particles in the $j$’s state, the operator

$$\int d^2r |\bar{u}_{j,A_i} w(\vec{r} - \vec{r}_A)|^2 \hat{\alpha}^\dagger_j \hat{\alpha}_j = |\bar{u}_{j,A_i}|^2 \hat{\alpha}^\dagger_j \hat{\alpha}_j$$

(5.133)

can be interpreted as the number operator for quasi-particles in the $j$th state and at the lattice site $A_i$: $\hat{n}_{j,A_i} \equiv |\bar{u}_{j,A_i}|^2 \hat{\alpha}^\dagger_j \hat{\alpha}_j$.

3. Expressing the transformation coefficients, in Eqs.(5.33) and (5.34), in terms of the definition in (a) and using the result in (b), then, taking the long wavelength limit will give us the final result that we seek. Eqs.(5.33) and (5.34) become

$$\mathcal{L} [u_{j,A}(\vec{r}) + u_{j,B}(\vec{r})] - g |\Psi_A(\vec{r}) + \Psi_B(\vec{r})|^2 [v_{j,A}(\vec{r}) + v_{j,B}(\vec{r})] = E_j [u_{j,A}(\vec{r}) + u_{j,B}(\vec{r})],$$

(5.134)

$$\mathcal{L}^* [v_{j,A}(\vec{r}) + v_{j,B}(\vec{r})] - g |\Psi_A(\vec{r}) + \Psi_B(\vec{r})|^2 [u_{j,A}(\vec{r}) + u_{j,B}(\vec{r})] = - E_j [v_{j,A}(\vec{r}) + v_{j,B}(\vec{r})].$$

(5.135)

Next, we apply the following two steps:

1. We express the $u$’s and $v$’s as sums of terms, identical to those in (a) above, and, using the orthonormal properties of the $w$ functions, as in (b), we multiply Eq.(5.134) and Eq.(5.135) by $w^*(\vec{r} - \vec{r}_A)$ and $w^*(\vec{r} - \vec{r}_B)$, alternately, and integrate over the plane in order to obtain four reduced local equations for the lattice transformation coefficients.

2. We then follow similar steps as in the case of the condensate wave equation; that is, we regroup terms to construct discrete versions of derivatives and take the long-wavelength limit in the end to arrive at the lattice version of the Bogoliubov-de Gennes equations.
Applying steps 1. and 2. produces

\[ i \hbar c D_u^{\dagger} u_{j,B} - \mu u_{j,A} + 2 U |\Psi_A|^2 u_{j,A} - U |\Psi_A|^2 v_{j,A} = E_j u_{j,A}, \]  
\[ (5.136) \]

\[ i \hbar c D u_{j,A} - \mu u_{j,B} + 2 U |\Psi_B|^2 u_{j,B} - U |\Psi_B|^2 v_{j,B} = E_j u_{j,B}, \]  
\[ (5.137) \]

\[ i \hbar c D v_{j,B} - \mu v_{j,A} + 2 U |\Psi_A|^2 v_{j,A} - U |\Psi_A|^2 u_{j,A} = -E_j v_{j,A}, \]  
\[ (5.138) \]

\[ i \hbar c D^* v_{j,B} - \mu v_{j,B} + 2 U |\Psi_B|^2 v_{j,B} - U |\Psi_B|^2 u_{j,B} = -E_j v_{j,B}. \]  
\[ (5.139) \]

Here, we have defined

\[ D = \partial_x + i \partial_y \]  
\[ (5.140) \]

\[ D^* = \partial_x - i \partial_y, \]  
\[ (5.141) \]

and \( c_s \) and \( U \) are defined as before. Eqs.(5.136)-(5.139) seem unwieldy but we can shed some light on the situation by introducing the following matrix and vector notation

\[ u_j \equiv \begin{bmatrix} u_{j,A} \\ u_{j,B} \end{bmatrix}, \quad v_j \equiv \begin{bmatrix} v_{j,A} \\ v_{j,B} \end{bmatrix} \]  
\[ (5.142) \]

\[ \tilde{D} \equiv \begin{bmatrix} -\mu + 2 U |\Psi_A|^2 & c_s D^* \\ c_s D & -\mu + 2 U |\Psi_B|^2 \end{bmatrix} \]  
\[ (5.143) \]

\[ |\Psi|^2 \equiv \begin{bmatrix} |\Psi_A|^2 & 0 \\ 0 & |\Psi_B|^2 \end{bmatrix} \]  
\[ (5.144) \]

\[ E_j \equiv \begin{bmatrix} E_j & 0 \\ 0 & E_j \end{bmatrix}. \]  
\[ (5.145) \]

With these definitions, Eqs.(5.136)-(5.139) can be simply written down as

\[ \tilde{D} u_j - U |\Psi|^2 v_j = E_j u_j \]  
\[ (5.146) \]

\[ \tilde{D}^* v_j - U |\Psi|^2 u_j = -E_j v_j. \]  
\[ (5.147) \]

Eqs.(5.187) and (5.188) elegantly reflect the bipartite nature of the honeycomb lattice and how the BDG transformation coefficients inherit the symmetry of the A and B
sublattice structure. Note also the strong resemblance to the original BDG equations where the lattice is turned off. It is apparent that the quasi-particles have a spinor-like structure and that their exact form is determined by substituting a particular solution for the condensate wavefunction into Eqs.(5.187) and (5.188). As a final step, we would like to know how the Bogoliubov Hamiltonian is modified in the tight-binding limit. We derive the final Hamiltonian by two methods to check the commutativity of the operations of diagonalizing with respect to the \( j, k \) indices and the \( \alpha \) and \( \beta \) indices. The simplest approach is to follow the same steps as the zero-lattice potential which we have done in the main part of this thesis.

5.4 Calculation of RLSE Eigenvalues and Coherence Factors for a Uniform Condensate

The wavefunction for a uniform condensate is the single-particle plane wave solution of the coupled pair of equations

\[
\begin{align*}
\frac{i\hbar c_l}{c} (\partial_x + i \partial_y) \Psi_A - U |\Psi_B|^2 \Psi_B + (\mu - m) \Psi_B &= 0, \\
\frac{i\hbar c_l}{c} (\partial_x - i \partial_y) \Psi_B - U |\Psi_A|^2 \Psi_A + (\mu - m) \Psi_A &= 0,
\end{align*}
\]

(5.148)

(5.149)

where we have included a general mass term \( m \). We can insert the ansatz \( \Psi_A(\vec{r}) = A e^{i\vec{q}\cdot\vec{r}} \) and \( \Psi_B(\vec{r}) = B e^{i\vec{q}\cdot\vec{r}} \), which gives

\[
\begin{align*}
\frac{i\hbar c_l}{c} (iq_x - q_y) A - U|B|^2 B + (\mu - m) B &= 0, \\
\frac{i\hbar c_l}{c} (iq_x + q_y) B - U A^2 + (\mu - m) A &= 0.
\end{align*}
\]

(5.150)

(5.151)

If we restrict to the uniform density case we can set the spinor amplitudes proportional to the square root of the average particle density \( \sqrt{n_0} \) and \( \sqrt{n_0} \) where \( C_0 \) is the phase difference between the upper and lower components. The coupled equations reduce to

\[
\begin{align*}
\frac{i\hbar c_l}{c} (iq_x - q_y) - Un_0 C_0 + (\mu - m) C_0 &= 0, \\
\frac{i\hbar c_l}{c} (iq_x + q_y) C_0 - Un_0 + (\mu - m) &= 0.
\end{align*}
\]

(5.152)

(5.153)
These give

\[ C_0 = \pm \frac{(q_x + iq_y)}{q}, \]  

which allows us to solve for the chemical potential giving two values for the positive and negative energy branches of the spectrum

\[ \mu_{\pm} = m + Un_0 \pm \hbar c q. \]  

The first two terms on the right represent the cost of adding a particle with zero momentum to the already present \( n_0 \) particles (the first due to the energy gap opened up from the anisotropy of the lattice and the second due to the interaction) while the third term adds (or subtracts) the contribution in the case of a particle (or hole) when the condensate has finite momentum \( q \). From now on we will simply omit the \( \pm \) option with the assumption that \( q \) can be either positive or negative.

For a uniform background the quasi-particle excitations will reflect this translational symmetry so we may assume the following form

\[
\begin{align*}
u_{\vec{k},A}(\vec{r}) &= A^{-1/2} C_v \phi_{\vec{k},A} e^{i\vec{k} \cdot \vec{r}}, \\
u_{\vec{k},B}(\vec{r}) &= A^{-1/2} C_v \phi_{\vec{k},B} e^{i\vec{k} \cdot \vec{r}}, \\
u_{\vec{k},A}(\vec{r}) &= A^{-1/2} C_v \phi_{\vec{k},A} e^{i\vec{k} \cdot \vec{r}}, \\
u_{\vec{k},B}(\vec{r}) &= A^{-1/2} C_v \phi_{\vec{k},B} e^{i\vec{k} \cdot \vec{r}},
\end{align*}
\]

where the coefficient \( A \) is the area of the plane and we have changed the indices to specify the dependence on the momentum vector \( \vec{k} \).

5.5 Derivation of Condensate Phase Gradient Terms

Previously, we derived the linear stability equations for the special case where the condensate phase was a constant. For the more general case, we must return to the derivative term that contains the gradient of the condensate phase and walk through
the usual steps that lead to the tight-binding, long wavelength limit result. The term that we want to convert is

$$\frac{-\hbar^2}{2m} \left[ \nabla + i \nabla S(\vec{r}) \right]^2. \quad (5.160)$$

Expanding this out gives

$$\frac{-\hbar^2}{2m} \left[ \nabla^2 + i \nabla^2 S + 2i \nabla S \cdot \nabla - (\nabla S)^2 \right]. \quad (5.161)$$

The first term is the usual Laplacian that converts to the Dirac differential operator we have already computed. The second and fourth terms can be decomposed at the lattice scale as

$$\nabla^2 S(\vec{r}) = \sum_A (\nabla^2 S|_{A_i}) \delta(\vec{r} - \vec{r}_{A_i}) + \sum_B (\nabla^2 S|_{B_i}) \delta(\vec{r} - \vec{r}_{B_i}) \quad (5.162)$$

$$[\nabla S(\vec{r})]^2 = \sum_A (\nabla S|_{A_i})^2 \delta(\vec{r} - \vec{r}_{A_i}) + \sum_B (\nabla S|_{B_i})^2 \delta(\vec{r} - \vec{r}_{B_i}) \quad (5.163)$$

The third term requires a bit more work. In the usual BDG equations, this term appears as

$$2i \nabla S \cdot \nabla u_j. \quad (5.164)$$

Expanding the quasi-particle function in terms of Bloch states and approximating the gradient of the condensate phase, we get

$$2i \nabla S \cdot \nabla u_k = 2i \left[ \sum_A (\nabla S|_{A_i}) \delta(\vec{r} - \vec{r}_{A_i}) + \sum_B (\nabla S|_{B_i}) \delta(\vec{r} - \vec{r}_{B_i}) \right]$$

$$\cdot \nabla \left[ \sum_A e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} u_{k,A} w(\vec{r} - \vec{r}_A) + \sum_B e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} u_{k,B} w(\vec{r} - \vec{r}_B) \right]. \quad (5.165)$$

When computing the coupling of the condensate phase to the quasi-particle phase we must be careful with the interpretation of the expansion of $u_k$ in terms of Bloch
states. The scalar product is between the gradient of the condensate phase and the gradient of the quasi-particle function so the complex exponential factor multiplying $u_k$ must be the slow phase associated with the quasi-particle and to lowest order may be set equal to one. The remaining quasi-particle phase resides in $u_{k,B_j}$. This ensures that we do not mistakenly include a coupling of the condensate to itself. Multiplying through by $\int d^2r w^*(\vec{r} - \vec{r}_{A_j})$ and integrating over the plane while keeping only nearest neighbor overlap integrals, gives

$$-2i\nabla \cdot \left[ u_{k,B_j} \vec{\tau}_{A_j,B_j} + u_{k,B_j-n_1} \vec{\tau}_{A_j,B_{j-n_1}} + u_{k,B_j-n_2} \vec{\tau}_{A_j,B_{j-n_2}} \right],$$

(5.166)

where the overlap integral is defined as

$$\vec{\tau}_{A_j,B_j} \equiv -\int d^2r w^*(\vec{r} - \vec{r}_{A_j}) \nabla w(\vec{r} - \vec{r}_{B_j}).$$

(5.167)

One may ask what became of the same-site integrals. These involve the gradient of Wannier functions integrated over the plane which vanish due to symmetry. The remaining integral can be written in terms of the vectors that connect nearest neighbor sites which are known quantities. To see this, we note that the gradient of the Wannier function localized at site $B_j$, say, points symmetrically in the radial direction towards that site. Because of this symmetry, the overlap integral with the nearest neighbor site $A_j$ lies along the line that connects $B_j$ and $A_j$ and indeed must point towards $B_j$ since the integration region between the two sites is weighted most heavily. Thus, we may write

$$\vec{\tau}_{A_j,B_j} = \tau \vec{\delta}_3,$$

(5.168)

where we define

$$\tau \vec{\delta}_3 \equiv -\int d^2r w^*(\vec{r} - \vec{r}_{A_j}) \nabla w(\vec{r} - \vec{r}_{B_j}).$$

(5.169)
Similarly,
\[
\vec{\tau}_{A_j, B_{j-n_1}} = \tau \vec{\delta}_1 \quad (5.170)
\]
\[
\vec{\tau}_{A_j, B_{j-n_2}} = \tau \vec{\delta}_2. \quad (5.171)
\]

We have called the proportionality constant $\tau$ and used the same $\vec{\delta}$ vectors as before:

\[
\vec{\delta}_1 = \left( \frac{1}{2\sqrt{3}}, -\frac{1}{2} \right), \quad \vec{\delta}_2 = \left( \frac{1}{2\sqrt{3}}, \frac{1}{2} \right), \quad \vec{\delta}_3 = \left( -\frac{1}{\sqrt{3}}, 0 \right).
\]

Writing this out gives
\[
-2i \tau \nabla S \cdot \left( u_{k,B_j} \vec{\delta}_3 + u_{k,B_{j-n_1}} \vec{\delta}_1 + u_{k,B_{j-n_2}} \vec{\delta}_2 \right). \quad (5.172)
\]

Replacing the on-site quasi-particle c-numbers with the following expressions

\[
u_{k,B_j} = u_{k, A_j} - \partial_{\vec{\delta}_3} u_{k, A_j}, \quad (5.173)
\]
\[
u_{k,B_{j-n_1}} = u_{k, A_j} - \partial_{\vec{\delta}_1} u_{k, A_j}, \quad (5.174)
\]
\[
u_{k,B_{j-n_2}} = u_{k, A_j} - \partial_{\vec{\delta}_2} u_{k, A_j}. \quad (5.175)
\]

We then obtain for Eq. (5.172)
\[
-2i \tau \nabla S \cdot \left( \partial_{\vec{\delta}_3} \vec{\delta}_3 + \partial_{\vec{\delta}_1} \vec{\delta}_1 + \partial_{\vec{\delta}_2} \vec{\delta}_2 \right) u_{k,A_j}, \quad (5.176)
\]

where in the second line the $u_{k,A_j}$ terms all vanish due to the symmetry of the $\delta$ vectors. Expressing the partial derivatives in terms of $x$ and $y$ coordinates

\[
\partial_{\vec{\delta}_1} = \vec{\delta}_1 \cdot \nabla = \frac{1}{2\sqrt{3}} \partial_x - \frac{1}{2} \partial_y, \quad (5.177)
\]
\[
\partial_{\vec{\delta}_2} = \vec{\delta}_2 \cdot \nabla = \frac{1}{2\sqrt{3}} \partial_x + \frac{1}{2} \partial_y, \quad (5.178)
\]
\[
\partial_{\vec{\delta}_3} = \vec{\delta}_3 \cdot \nabla = -\frac{1}{\sqrt{3}} \partial_x, \quad (5.179)
\]
so that we obtain

$$
\frac{2}{\sqrt{3}} i \tau \nabla S \cdot \left[ -\partial_x \vec{\delta}_3 + \left( \frac{1}{2} \partial_x - \frac{\sqrt{3}}{2} \partial_y \right) \vec{\delta}_1 + \left( \frac{1}{2} \partial_x + \frac{\sqrt{3}}{2} \partial_y \right) \vec{\delta}_2 \right] u_{k,A_j}. \quad (5.180)
$$

Finally, inserting the δ vectors gives

\[
\begin{align*}
\frac{2}{\sqrt{3}} i \tau \nabla S \cdot \left[ -\partial_x \left( -\frac{1}{\sqrt{3}} \hat{e}_x + 0 \hat{e}_y \right) + \left( \frac{1}{2} \partial_x - \frac{\sqrt{3}}{2} \partial_y \right) \left( \frac{1}{2\sqrt{3}} \hat{e}_x - \frac{1}{2} \hat{e}_y \right) + \left( \frac{1}{2} \partial_x + \frac{\sqrt{3}}{2} \partial_y \right) \left( \frac{1}{2\sqrt{3}} \hat{e}_x + \frac{1}{2} \hat{e}_y \right) \right] u_{k,A_j} \\
= \frac{2}{\sqrt{3}} i \tau \nabla S \cdot \left[ \left( \frac{1}{\sqrt{3}} \partial_x + \frac{1}{4\sqrt{3}} \partial_y - \frac{1}{4} \partial_y - \frac{1}{4} \partial_x + \frac{1}{4} \partial_y \right) \hat{e}_x + \left( -\frac{1}{4} \partial_x + \frac{\sqrt{3}}{4} \partial_y + \frac{\sqrt{3}}{4} \partial_x + \frac{\sqrt{3}}{4} \partial_y \right) \hat{e}_y \right] u_{k,A_j} \\
= \frac{2}{\sqrt{3}} i \tau \nabla S \cdot \left( \frac{\sqrt{3}}{2} \partial_x \hat{e}_x + \frac{\sqrt{3}}{2} \partial_y \hat{e}_y \right) \\
= i \tau \nabla S \cdot \nabla. \quad (5.181)
\end{align*}
\]

The final result returns the gradient but with a factor of τ correction. Next we determine the transformation of the squared gradient term; the last term in Eq. (5.161). We must evaluate the expression

\[
(\nabla S \cdot \nabla) u_{k,A} =
\]

\[
(i \nabla S \cdot i \nabla S) \left[ \sum_A e^{i\vec{k} \cdot (\vec{r} - \vec{r}_A)} u_{k,A} w(\vec{r} - \vec{r}_A) + \sum_B e^{i\vec{k} \cdot (\vec{r} - \vec{r}_B)} u_{k,B} w(\vec{r} - \vec{r}_B) \right].
\]

To lowest order we choose to allow one factor of \( \nabla S \) to vary over a unit cell of the lattice while approximating the other factor as a constant over one site. As usual we multiply by the Wannier function for some site and the appropriate exponential phase factor that contains the lattice momentum. When integrating over the plane, the dominant terms are ones that are the same-site integrals. We obtain
\[ \nabla S \cdot \int d^2 r w^*(\vec{r} - \vec{r}_A) \nabla S w(\vec{r} - \vec{r}_A) \]  
(5.183)

\[ = \nabla S \cdot \left( \tau_2 \frac{\nabla S}{|\nabla S|} \right) \]  
(5.184)

\[ = \tau_2 |\nabla S|, \]  
(5.185)

where, in the second step, we have approximated the integral in that we have written it proportional to \( \nabla S \) where \( \tau_2 \) encapsulates the variation of the gradient of \( S \) over the region where the integral has finite support. Eq. (5.161) transforms to

\[ i \mathcal{D}^* u_{k,B} + \left[ -i \nabla S_A \cdot \nabla + |\nabla S_A| - i(\nabla^2 S_A) \right] u_{k,A}, \]  
(5.186)

where we have omitted dimensionful factors which must, in the end, be compared to justify the inherent assumption that all terms are of comparable order. The linear stability equations become

\[ \begin{align*}
  i \hbar c_l \mathcal{D} u_{j,A} + Q_A u_{j,A} + 2U |\Psi_A|^2 u_{j,A} - U |\Psi_A|^2 v_{j,A} &= E_j u_{j,A}, \\
  i \hbar c_l \mathcal{D} u_{j,B} + Q_B u_{j,B} + 2U |\Psi_B|^2 u_{j,B} - U |\Psi_B|^2 v_{j,B} &= E_j u_{j,B}, \\
  i \hbar c_l \mathcal{D}^* v_{j,A} + Q_A^* v_{j,A} + 2U |\Psi_A|^2 v_{j,A} - U |\Psi_A|^2 u_{j,A} &= -E_j v_{j,A}, \\
  i \hbar c_l \mathcal{D} v_{j,B} + Q_B^* v_{j,B} + 2U |\Psi_B|^2 v_{j,B} - U |\Psi_B|^2 u_{j,B} &= -E_j v_{j,B},
\end{align*} \]  
(5.187)-(5.190)

where we define

\[ Q_{A(B)} = \left[ m - \mu - i\nabla S_{A(B)} \cdot \nabla + |\nabla S_{A(B)}| - i(\nabla^2 S_{A(B)}) \right]. \]  
(5.191)

### 5.6 Energy Eigenvalues

Substituting for the plane wave condensate and quasi-particle states, Eqs. (5.187)-(5.190) become
\[
(n_0U - E_k + \vec{q} \cdot \vec{k})C_{u_{k,A}} - \kappa^* C_{v_{k,B}} - n_0UC_{v_{k,A}} + (0)C_{v_{k,B}} = 0, \quad (5.192)
\]
\[
-\kappa C_{u_{k,A}} + (n_0U - E_k + \vec{q} \cdot \vec{k})C_{u_{k,B}} + (0)C_{v_{k,A}} - n_0UC_{v_{k,B}} = 0, \quad (5.193)
\]
\[
-n_0UC_{u_{k,A}} + (0)C_{u_{k,B}} + (n_0U + E_k - \vec{q} \cdot \vec{k})C_{v_{k,A}} - \kappa^* C_{v_{k,B}} = 0, \quad (5.194)
\]
\[
(0)C_{u_{k,A}} - n_0UC_{u_{k,B}} - \kappa C_{v_{k,A}} + (n_0U + E_k - \vec{q} \cdot \vec{k})C_{v_{k,B}} = 0, \quad (5.195)
\]

where for compactness we write \( \kappa \equiv (k_x + i k_y) \). The coefficients of the complex amplitudes \( C_{u_{k,A}}, C_{u_{k,B}}, C_{v_{k,A}}, \) and \( C_{v_{k,B}} \) form a 4x4 matrix whose determinant set equal to zero yields the four eigenvalues of the system: \( E_k^{(1)}, E_k^{(2)}, E_k^{(3)}, E_k^{(4)} \). The possible presence of complex eigenvalues will determine the stability of the condensate with decay rates out of the condensate through the various modes being proportional to the magnitudes of the imaginary parts. We compute the determinant of the coefficient matrix

\[
\det\left( \begin{array}{cccc}
E^- & -\kappa^* & -n_0U & 0 \\
-\kappa & E^- & 0 & -n_0U \\
-n_0U & 0 & E^+ & -\kappa^* \\
0 & -n_0U & -\kappa & E^+
\end{array} \right) = 0. \quad (5.196)
\]

where we have used the short hand notation \( E^\pm = \left[ n_0U \pm (E_k - \vec{q} \cdot \vec{k}) \right] \). Computing the determinant we obtain

\[
E^- \left[ E^- (E^+)^2 - \kappa^2 \right] - E^+ (n_0U)^2 + \kappa^* \left[ -\kappa (E^+)^2 - \kappa^2 - 2n_0U \right] - n_0U \left[ \kappa^2 n_0U + E^- E^+ n_0U - (n_0U)^3 \right] = 0, \quad (5.197)
\]

where we use the notation \( \kappa^2 \equiv \kappa^* \kappa \). Multiplying this out gives

\[
E^{-2} E^+^2 - \kappa^2 (E^-^2 + E^+^2) - 2E^- E^+ (n_0U)^2 - 2\kappa^2 (n_0U)^2 + \kappa^4 + (n_0U)^4 = 0. \quad (5.198)
\]

To further simplify the calculation we define \( E^\pm = (x \pm y) \), then Eq. (5.198) simplifies to
\[(x^2 - y^2)^2 - 2\kappa^2(x^2 + y^2) - 2(n_0 U)^2(x^2 - y^2) - 2\kappa^2(n_0 U)^2 + \kappa^4 + (n_0 U)^4 = 0. \tag{5.199}\]

Gathering quadratic and quartic terms in \( y \),

\[y^4 + 2 \left[ (n_0 U)^2 - x^2 - \kappa^2 \right] y^2 + \left[ x^4 - 2\kappa^2 x^2 - 2(n_0 U)^2 x^2 - 2\kappa^2(n_0 U)^2 + \kappa^4 + (n_0 U)^4 \right] = 0, \tag{5.200}\]

and solving for \( y^2 \),

\[y^2 = - \left[ (n_0 U)^2 - x^2 - \kappa^2 \right] \pm \left[ (n_0 U)^4 + \kappa^4 + x^4 - 2\kappa^2(n_0 U)^2 - 2x^2(n_0 U)^2 + 2\kappa^2(n_0 U)^2 - \kappa^4 - (n_0 U)^4 \right]^{1/2}. \tag{5.201}\]

With \( y = E_k - \vec{q} \cdot \vec{k} \) and \( x = n_0 U \), and the explicit definition of \( \kappa \), the eigenvalues are

\[E_k = \vec{q} \cdot \vec{k} \pm \sqrt{k^2 \pm 2n_0 U k}. \tag{5.202}\]

For reasons that we will discuss later, we will retain only the positive option that appears under the radical sign. Thus, the energy spectrum is

\[E_k = \vec{q} \cdot \vec{k} \pm \sqrt{k^2 + 2n_0 U k}. \tag{5.203}\]

Reinserting the dimensionful physical constants gives

\[E_k = c'_l h \vec{q} \cdot \vec{k} \pm \sqrt{(c_l h k)^2 + n_0 U c_l h k}, \tag{5.204}\]

or in keeping with the usual Bogoliubov notation found in the literature, we may write

\[
\begin{align*}
E_k & = (c'_l/c_l) \vec{q} \cdot \vec{\epsilon}_k^0 \pm E_k^0, \tag{5.205} \\
E_k^0 & = \sqrt{(\epsilon_k^0)^2 + n_0 g \vec{e}_k^0}, \tag{5.206}
\end{align*}
\]
where $\epsilon_k^0 = c_l \hbar k$ is the single quasi-particle energy for zero interaction, $E_k^0$ is the quasi-particle energy for a static background,

$$c_l = \frac{\sqrt{3} t a}{2\hbar},$$

$$c'_{l} = \frac{\sqrt{3} \tau a}{2\hbar}.$$

(5.207)

(5.208)

Recalling that $c_l$ has dimensions of velocity while $c'_l$ has dimensions of $m^2 \cdot s^{-1}$, since $\tau$ is an integral over the gradient instead of the Laplacian. The form of the energy changes from a linear dependence on $k$ to a dependence on $k^{1/2}$, the two regions separated by the condition $c_l \hbar k / n_0 U \approx 1$. From this we may define the modified coherence length as

$$\xi' = \frac{c_l \hbar}{n_0 U}.$$

(5.209)

5.7 Limits of Quasi-Particle Energy

1. Uniform background $q \to 0$. For the case of zero condensate momentum, $q = 0$, we obtain

$$E_k = \pm E_k^0 = \pm \sqrt{(c_l \hbar k)^2 + n_0 U c_l \hbar k},$$

(5.210)

or,

$$E_k = \pm c_l \hbar k \left(1 + \frac{n_0 U}{c_l \hbar k}\right)^{1/2}.$$

(5.211)

We may examine the two limits: short wavelength, $k \ll \xi'^{-1}$, and long wavelength, $k \gg \xi'^{-1}$. In the short wavelength limit $E_k^{(\pm)} = \pm c_l \hbar k + n_0 U/2$. This is the expected result for particle like excitations, i.e., lattice potential but no contact interaction, shifted by a mean-field Hartree term for the interaction with the background condensate. For these excitations the momentum is too
large for the contact interaction to be noticed except in the form of a mean-field interaction. In the long wavelength limit, the second term dominates so that we obtain

$$E_k^{(\pm)} = \pm \xi t^{-1/2} k^{1/2}. \quad (5.212)$$

The first thing we notice is that the energy depends on momentum as $k^{1/2}$. These are low-energy collective modes; excitations just above the condensate energy.

2. Zero-interaction $n_0 U \to 0$. If we turn off the interaction, the quasi-particle energy reduces to

$$E_k = c' h \bar{q} \cdot \vec{k} \pm c_l h k. \quad (5.213)$$

These are excitations of the noninteracting condensate where the first term describes the anisotropy due to the motion of the condensate and the second term is the usual linear dispersion for the honeycomb lattice.

3. Zero-limit check of quasi-particle momentum $k \to 0$. If we set $k$ to zero we should expect $E_k$ to go to zero which is indeed the case.

5.7.1 Directional Behavior of the Energy

The dot product of $\vec{q}$ and $\vec{k}$ that appears in the energy is the counterpart of the term that appears in the Bogoliubov dispersion for a moving condensate. This term gives an anisotropic distribution for the energy for a particular direction determined by $\vec{q}$ and implies a stability critical angle $\theta_c$. Some of these modes have negative energy so that the condensate may arbitrarily lower its energy through such emissions (these are usually called energetic instabilities in the literature.) The energy may be expressed in terms of the relative angle $\theta$ between $\vec{q}$ and $\vec{k}$.
\[ E_k = c_l' \hbar q k \cos \theta \pm \sqrt{(c_l' \hbar k)^2 + n_0 U c_l \hbar k}, \quad (5.214) \]

where the critical angle may be obtained by setting the energy to zero for fixed \( \vec{q} \) and \( \vec{k} \). The energy may be expressed as

\[ E_k = \hbar k \left[ v \cos \theta \pm s(k) \right], \quad (5.215) \]

where \( v = h c_l' q \) is the speed of the condensate and the momentum dependent “speed of light” is defined as

\[ s(k) = c_l \sqrt{1 + \frac{n_0 U}{c_l k \hbar}}. \quad (5.216) \]

From this expression the two regimes are evident. In the “particle” regime \( (k \gg n_0 U/c_l \hbar) \) \( s \) reduces to the usual effective speed of light \( s \approx c_l \) for a condensate in a honeycomb lattice. In the “phonon” regime \( (k \ll n_0 U/c_l \hbar) \) we have \( s(k) \approx \sqrt{c_l n_0 U/\hbar k} \) (we have used quotations here since “particle” and “phonon” are more appropriate for the usual weakly interacting Bose gas where no lattice is present).

For the first case, the energy is approximately

\[ E_k \approx \hbar k (v \cos \theta \pm c_l). \quad (5.217) \]

Assuming a positive velocity for the condensate, we see that the sign of \( E_k \) depends on the direction of quasi-particle emission as well as whether the quasi-particle is a positive or negative energy excitation. For positive energy modes, the condensate is stable if

\[ \frac{v}{c_l} \cos \theta + 1 \geq 0. \quad (5.218) \]
If $v < c_l$, positive energy modes are always stable regardless of the angle of emission. For $v \geq c_l$, there is a critical angle beyond which all positive modes are unstable determined by

$$\theta_c = \cos^{-1}(-c_l/v), \quad (5.219)$$

from which we can see that for the limiting case $v \gg c_l$, we have $\theta_c \approx \pi/2$ so that emission of positive modes in the half sphere in the backwards direction are unstable. When the condensate speed is equal to the speed of light, $v = c_l$, then we find $\theta_c \approx \pi$. This marks the onset of instability. Here only emissions in the opposite direction of $\vec{q}$ are unstable.

As one would expect, the situation is quite different in the case of negative energy excitations. The stability condition reads

$$\frac{v}{c_l} \cos \theta - 1 \geq 0. \quad (5.220)$$

First, we see that when $v < c_l$, all negative energy modes are unstable. For the case $v \geq c_l$, the energy is stable for certain angles with $\theta_c$ determined by

$$\theta_c = \cos^{-1}(c_l/v). \quad (5.221)$$

This condition is identical to the case of positive excitations except that now $\theta_c$ marks the onset of instability for a wider range of emission directions. For the limiting case $v \gg c_l$, we find $\theta_c = \pi/2$ where we see that for very large condensate speeds, emissions of negative energy modes in the forward directions are actually stable. For the case where $v = c_l$ we find that $\theta_c = 0$. This is marks the point where all negative energy modes become unstable.
5.8 Coherence Factors for Uniform Background

Now we compute the coefficients $C_{\psi, A}$ and $C_{\psi, B}$ for the simplest case where $\vec{q} = 0$ by solving the system of equations

\begin{align*}
(n_0 U - E_k) C_{\psi, A} - \kappa^* C_{u, B} - n_0 U C_{\psi, A} + (0) C_{v, B} &= 0, \\
-\kappa C_{u, A} + (n_0 U - E_k) C_{u, B} + (0) C_{v, A} - n_0 U C_{v, B} &= 0, \\
-n_0 U C_{\psi, A} + (0) C_{u, B} + (n_0 U + E_k) C_{\psi, A} - \kappa^* C_{v, B} &= 0, \\
(0) C_{u, A} - n_0 U C_{u, B} - \kappa C_{v, A} + (n_0 U + E_k) C_{v, B} &= 0.
\end{align*}

For a particular choice of the normalization conditions, we have

\begin{align*}
\int d^2 r \left[ u_{j, A}^*(\vec{r}) u_{\psi, A}(\vec{r}) - v_{j, A}^*(\vec{r}) v_{\psi, A}(\vec{r}) \right] &= \delta_{j, \psi}, \\
\int d^2 r \left[ u_{j, B}^*(\vec{r}) u_{\psi, B}(\vec{r}) - v_{j, B}^*(\vec{r}) v_{\psi, B}(\vec{r}) \right] &= \delta_{j, \psi}.
\end{align*}

This implies for the coefficients

\begin{align*}
|C_{u, A}|^2 &= 1 + |C_{\psi, A}|^2, \\
|C_{u, B}|^2 &= 1 + |C_{\psi, B}|^2.
\end{align*}

In all we have six equations and eight unknowns (four complex coefficients). Writing the coefficients in terms of amplitude and phase and setting two of the phases to unity

\begin{align*}
C_{u, A} &= |C_{u, A}| e^{i \phi_u}, \\
C_{u, B} &= |C_{u, B}| e^{i \phi_u}, \\
C_{v, A} &= |C_{v, A}| e^{i \phi_v}, \\
C_{v, B} &= |C_{v, B}| e^{i \phi_v}.
\end{align*}

We must solve
\[ (n_0 U - E_k)|C_{u,\vec{k},A}| - \kappa^*|C_{u,\vec{k},B}|e^{i\phi_u} - n_0 U|C_{v,\vec{k},A}| + (0)|C_{v,\vec{k},B}|e^{i\phi_v} = 0, \quad (5.234) \]

\[ -\kappa|C_{u,\vec{k},A}| + (n_0 U - E_k)|C_{u,\vec{k},B}|e^{i\phi_u} + (0)|C_{v,\vec{k},A}| - n_0 U|C_{v,\vec{k},B}|e^{i\phi_v} = 0, \quad (5.235) \]

\[ -n_0 U|C_{u,\vec{k},A}| + (0)|C_{u,\vec{k},B}|e^{i\phi_u} - \kappa^*|C_{v,\vec{k},A}| + (n_0 U + E_k)|C_{v,\vec{k},B}|e^{i\phi_v} = 0. \quad (5.236) \]

Adding Eqs. (5.234) and (5.236) gives

\[ -E_k|C_{u,\vec{k},A}| - \kappa^*|C_{u,\vec{k},B}|e^{i\phi_u} + E_k|C_{v,\vec{k},A}| - \kappa^*|C_{v,\vec{k},B}|e^{i\phi_v} = 0. \quad (5.238) \]

Adding Eqs. (5.235) and (5.237) gives

\[ -\kappa|C_{u,\vec{k},A}| - E_k|C_{u,\vec{k},B}|e^{i\phi_u} - \kappa|C_{v,\vec{k},A}| + E_k|C_{v,\vec{k},B}|e^{i\phi_v} = 0. \quad (5.239) \]

Regrouping terms in both equations gives

\[ -\kappa^* (|C_{u,\vec{k},B}|e^{i\phi_u} + |C_{v,\vec{k},B}|e^{i\phi_v}) = E_k|C_{u,\vec{k},A}| - E_k|C_{v,\vec{k},A}|, \quad (5.240) \]

\[ -\kappa (|C_{u,\vec{k},A}| + |C_{v,\vec{k},A}|) = E_k|C_{u,\vec{k},B}|e^{i\phi_u} - E_k|C_{v,\vec{k},B}|e^{i\phi_v}. \quad (5.241) \]

Multiplying these equations gives

\[ k^2(|C_{u,\vec{k},B}|e^{i\phi_u} + |C_{v,\vec{k},B}|e^{i\phi_v})(|C_{u,\vec{k},A}| + |C_{v,\vec{k},A}|) = \]

\[ [E_k|C_{u,\vec{k},A}| - E_k|C_{v,\vec{k},A}|] \times [E_k|C_{u,\vec{k},B}|e^{i\phi_u} - E_k|C_{v,\vec{k},B}|e^{i\phi_v}]. \quad (5.242) \]

The kinetic part of the Hamiltonian mixes \( A \) and \( B \) sublattice components so we are free to decouple the corresponding coefficients by taking

\[ k(|C_{u,\vec{k},A}| + |C_{v,\vec{k},A}|) = E_k|C_{u,\vec{k},A}| - E_k|C_{v,\vec{k},A}|, \quad (5.243) \]

\[ k(|C_{u,\vec{k},B}|e^{i\phi_u} + |C_{v,\vec{k},B}|e^{i\phi_v}) = E_k|C_{u,\vec{k},B}|e^{i\phi_u} - E_k|C_{v,\vec{k},B}|e^{i\phi_v}. \quad (5.244) \]

Combining like terms gives
\begin{align}
(E_k - k)|C_{u\xi,A}| &= (E_k + k)|C_{v\xi,A}|, \\
(E_k - k)|C_{u\xi,B}|e^{i(\phi_u - \phi_v)} &= (E_k + k)|C_{v\xi,B}|. 
\end{align}

Equating the phases on both sides gives \(\phi_u = \phi_v \equiv \phi\). Squaring both sides of each equation and inserting the normalization constraints, we get

\begin{align}
(E_k - k)^2(1 + |C_{v\xi,A}|^2) &= (E_k + k)^2|C_{v\xi,A}|^2, \\
(E_k - k)^2(1 + |C_{v\xi,B}|^2) &= (E_k + k)^2|C_{v\xi,B}|^2,
\end{align}

which yields the solutions

\begin{align}
|C_{v\xi,A}| &= \frac{(E_k - k)}{2(E_k k)^{1/2}}, \quad (5.249) \\
|C_{u\xi,A}| &= \frac{(E_k + k)}{2(E_k k)^{1/2}}, \quad (5.250)
\end{align}

with identical solutions for the \(B\) sublattice. Inserting the dimensionful constants, we may label the energy eigenvalues by

\begin{align}
E_k^{(+)} &= + \sqrt{(\hbar c \ell k)^2 + n_0 U c \ell \hbar k} = + E_k^0, \\
E_k^{(-)} &= - \sqrt{(\hbar c \ell k)^2 + n_0 U c \ell \hbar k} = - E_k^0,
\end{align}

and we define

\begin{align}
C^{(\pm, \pm)} &= \frac{(E_k^{(\pm)} \pm c \ell \hbar k)}{2(E_k^{(\pm)} c \ell \hbar k)^{1/2}}, \quad (5.254) \\
w &= \left( \begin{array}{c} 1 \\ e^{i\phi} \end{array} \right). \quad (5.255)
\end{align}

Then the quasi-particle states are
\[ u_k^{(+)}(\vec{r}) = A^{-1/2}C^{(+)}e^{i\vec{k} \cdot \vec{r}} \]
\[ v_k^{(+)}(\vec{r}) = A^{-1/2}C^{(-)}e^{i\vec{k} \cdot \vec{r}} \]
\[ u_k^{(-)}(\vec{r}) = A^{-1/2}C^{(-)}e^{i\vec{k} \cdot \vec{r}} \]
\[ v_k^{(-)}(\vec{r}) = A^{-1/2}C^{(+)}e^{i\vec{k} \cdot \vec{r}} \]
\[ u_k^{(\cdot \cdot)}(\vec{r}) = A^{-1/2}C^{(+)}e^{i\vec{k} \cdot \vec{r}} \]
\[ v_k^{(\cdot \cdot)}(\vec{r}) = A^{-1/2}C^{(-)}e^{i\vec{k} \cdot \vec{r}} \]

The phase angle \( \phi \) still must be determined from Eqs. (5.234)-(5.237). It is left to determine the correct interpretation of the signs that occur in the eigenvalues since these will determine the types of instabilities present in our system. Let us examine our results for the coherence factors satisfying positive normalization conditions. In this case we take the positive forms of \( E_k \) and we have

\[ |C_{u_{\xi,A}}|^2 = \frac{(E_k^0 + c_l \hbar k)^2}{4E_k^0 c_l \hbar k} = \frac{\left(1 + \sqrt{1 + n_0 U/c_l \hbar k}\right)^2}{4 \sqrt{1 + n_0 U/c_l \hbar k}}, \]  
\[ |C_{v_{\xi,A}}|^2 = \frac{(E_k^0 - c_l \hbar k)^2}{4E_k^0 c_l \hbar k} = \frac{\left(1 - \sqrt{1 + n_0 U/c_l \hbar k}\right)^2}{4 \sqrt{1 + n_0 U/c_l \hbar k}}, \]

and identical expressions for the B sublattice coherence factors. For the particular normalization that we have solved for, we may show by simple expansions the limiting forms

\[ \xi k \to \infty \implies |C_{u_{\xi,A}}|^2 \approx 1, \quad |C_{v_{\xi,A}}|^2 \approx (16\xi^2 k^2)^{-1} \ll 1. \]  

In the short wavelength limit the quasi-particle operators are mostly particle with the hole component being almost zero. In the long wavelength limit we obtain

\[ \xi k \to 0 \implies |C_{u_{\xi,A}}|^2 \approx |C_{v_{\xi,A}}|^2 \approx (\sqrt{16\xi k})^{-1}. \]

Thus, we see that both coefficients are large so that, for long wavelengths, the quasi-particle operators consist of nearly equal mixtures of particle and hole components.
5.9 Interacting Ground-State

The interacting ground state is a complicated mixture of noninteracting particle and hole states as displayed by the fact that it is annihilated by the sublattice quasi-particle destruction operators

$$\hat{\alpha}_k | \Phi \rangle = \hat{\beta}_k | \Phi \rangle = 0 .$$  \hspace{1cm} (5.264)

Recalling the fully expanded diagonalized Hamiltonian

$$\hat{H} = \int d^2 r \left[ ic_l \Psi_A^* (\vec{r}) (\partial_x + i \partial_y) \Psi_B (\vec{r}) + ic_l \Psi_B^* (\vec{r}) (\partial_x - i \partial_y) \Psi_A (\vec{r}) \right]$$

$$+ \frac{U}{2} | \Psi_A (\vec{r}) |^4 + \frac{U}{2} | \Psi_B (\vec{r}) |^4 \right]$$

$$- \sum_j \int d^2 r \left\{ E_j^{(+)} \left[ | C_{v, \vec{k}, A}^{(+)} |^2 + | C_{v, \vec{k}, B}^{(+)} |^2 \right] + E_j^{(-)} \left[ | C_{v, \vec{k}, A}^{(-)} |^2 + | C_{v, \vec{k}, B}^{(-)} |^2 \right] \right\}$$

$$+ \sum_j \left[ E_j^{(+)} \hat{c}_j^{(+)} \hat{c}_j + E_j^{(-)} \hat{c}_j^{(-)} \hat{c}_j \right]. \hspace{1cm} (5.265)$$

The first and second lines are the mean-field condensate energy, the second line is the first order correction from the contact interactions, and the third line is the quasi-particle contribution to the total energy where the \( \hat{c}_j \) operators are superpositions of the \( \hat{\alpha}_j \) and \( \hat{\beta}_j \) operators. We can obtain the ground-state energy for the case of a uniform background \( \vec{q} = 0 \) by computing the expectation value of \( \hat{H} \) with respect to the quasi-particle ground-state \( | \Phi \rangle \),

$$E_g = \langle \Phi | \hat{H} | \Phi \rangle$$

$$= \frac{U}{4} n_0^2 A - \sum_k \left\{ E_k^{(+)} \left[ | C_{v, \vec{k}, A}^{(+)} |^2 + | C_{v, \vec{k}, B}^{(+)} |^2 \right] + E_k^{(-)} \left[ | C_{v, \vec{k}, A}^{(-)} |^2 + | C_{v, \vec{k}, B}^{(-)} |^2 \right] \right\} , \hspace{1cm} (5.266)$$

where \( n_0 = n_{0,A} + n_{0,B} \) is the total condensate particle density and \( A \) is the area of the system. Then,
\[ E_g = \frac{1}{4} Un_0^2 A - \sum_k \left( E_k^0 \left( \frac{E_k^0 - c_l \hbar k}{4 E_k^0 c_l \hbar k} \right) + \left( -E_k^0 \right) \left( \frac{-E_k^0 - c_l \hbar k}{4\left(-E_k^0\right) c_l \hbar k} \right) \right) \]
\[ = \frac{1}{4} Un_0^2 A - \frac{1}{2} \sum_k \left[ \frac{2 E_k^0}{c_l \hbar k} + 2 (c_l \hbar k)^2 \right] \]
\[ = \frac{1}{4} Un_0^2 A - \sum_k \left( 2 c_l \hbar k + n_0 U \right) \]
\[ = \frac{1}{4} Un_0^2 A - \sum_k \left( 2 \epsilon_k^0 + n_0 U \right) \]  

(5.267)

5.10 General Properties of the RLSE, Quasi-Particle States, and Energies

In the Bogoliubov result for a weakly interacting Bose gas, we require the energies \( E_k \) to be positive, reflecting the fact that we are perturbing off of a many-body state that is essentially a single-particle Schrödinger wave function governed by a with positive-definite Hamiltonian. Thus, when interpreting the symmetry inherent in the BDG equations, namely that for states \( u \) and \( v \) with positive energy \( E_k \) and positive norm, there exist negative norm states \( u^* \) and \( v^* \) with energy \( -E_k \), it is clear that we must artificially remove the negative energy states from the spectrum based on the physical grounds. In our case, we do not start from a positive-definite theory. The kinetic part of the massless Dirac Hamiltonian of course allows for both positive and negative energy solutions. In its original field theory context, the combination of relativity and quantum mechanics allows for the creation of particle-antiparticle pairs, even without introducing the additional gauge structure of electromagnetic interactions. These quantum fluctuations of the vacuum manifest in an apparently problematic way. When we go to calculate the energy of the vacuum, we encounter a sum over an infinite tower of harmonic oscillators. This diverges with an overall negative sign (from the anti-commutation of the fermion fields while commutation rules in the scalar field theory gives an overall positive divergence). The way out of this is that we agree that all processes are measured relative to the vacuum so that
we simply subtract off the infinite energy of the vacuum. In the case of a system of fermions in the non-relativistic many-body problem, the stability of the ground state is supplied by the Pauli exclusion principle in the form of a Fermi surface.

5.11 Symmetries of the RLSE

Our problem is fundamentally different. We have an ultracold Bose gas that resides mostly in a single-particle Bloch-state at the Dirac point of a honeycomb optical lattice. The true ground state of the system has negative energy measured with respect to the Dirac point and is essentially a Bloch state with zero lattice momentum. This is the lowest point on the conduction band. What happens when a Bose gas is condensed at the corner of the Brillouin zone (the Dirac point)? Here the conduction and valence bands meet. The energies of small fluctuations here are measured relative to the bulk of the condensate and must allow for negative (energy lowering) as well as positive (energy raising) modes since these describe atoms that transition to Bloch states with lattice momentum slightly less than and greater than (respectively) the Dirac point. This means that we must include the states with negative energy and then ask how this affects our interpretation of the normalization condition. We demonstrate a symmetry of the linear stability equations in the following way. First, taking the complex conjugate of the equations gives

\[ -i \hbar c_l D u_{j,A}^* + Q_A u_{j,A}^* + 2U |\Psi_A|^2 u_{j,A}^* - U |\Psi_A|^2 v_{j,A} = E_j u_{j,A}, \quad (5.268) \]
\[ -i \hbar c_l D u_{j,B}^* + Q_B u_{j,B}^* + 2U |\Psi_B|^2 u_{j,B}^* - U |\Psi_B|^2 v_{j,B} = E_j u_{j,B}, \quad (5.269) \]
\[ -i \hbar c_l D v_{j,A}^* + Q_A v_{j,A}^* + 2U |\Psi_A|^2 v_{j,A}^* - U |\Psi_A|^2 u_{j,A} = -E_j v_{j,A}, \quad (5.270) \]
\[ -i \hbar c_l D v_{j,B}^* + Q_B v_{j,B}^* + 2U |\Psi_B|^2 v_{j,B}^* - U |\Psi_B|^2 u_{j,B} = -E_j v_{j,B}. \quad (5.271) \]

Next, transposing the equations and applying a parity inversion \( x \rightarrow -x, \ y \rightarrow -y, \)
\[ i \hbar c D^* v_{j,A}^* + Q_B v_{j,B}^* + 2U |\Psi_B|^2 v_{j,B}^* - U |\Psi_B|^2 u_{j,B}^* = -E_j v_{j,B}^*, \quad (5.272) \]
\[ i \hbar c D v_{j,B}^* + Q_A v_{j,A}^* + 2U |\Psi_A|^2 v_{j,A}^* - U |\Psi_A|^2 u_{j,A}^* = -E_j v_{j,A}^*, \quad (5.273) \]
\[ i \hbar c D^* u_{j,A}^* + Q_B u_{j,B}^* + 2U |\Psi_B|^2 u_{j,B}^* + U |\Psi_B|^2 v_{j,B}^* = E_j u_{j,B}^*, \quad (5.274) \]
\[ i \hbar c D u_{j,B}^* + Q_A u_{j,A}^* + 2U |\Psi_A|^2 u_{j,A}^* - U |\Psi_A|^2 v_{j,A}^* = E_j u_{j,A}^*. \quad (5.275) \]

Finally, exchanging \( A \) and \( B \) sublattice labels along with the field redefinitions

\[ u_{j,B}^* = v_{j,A}^*, \quad (5.276) \]
\[ u_{j,A}^* = v_{j,B}^*, \quad (5.277) \]
\[ v_{j,B}^* = u_{j,A}^*, \quad (5.278) \]
\[ v_{j,A}^* = u_{j,B}^*, \quad (5.279) \]

we obtain

\[ i \hbar c D^* u_{j,B}^* + Q_A u_{j,A}^* + 2U |\Psi_A|^2 u_{j,A}^* - U |\Psi_A|^2 v_{j,A}^* = E_j' u_{j,A}^*, \quad (5.280) \]
\[ i \hbar c D u_{j,A}^* + Q_B u_{j,B}^* + 2U |\Psi_B|^2 u_{j,B}^* - U |\Psi_B|^2 v_{j,B}^* = E_j' u_{j,B}^*, \quad (5.281) \]
\[ i \hbar c D^* v_{j,B}^* + Q_A v_{j,A}^* + 2U |\Psi_A|^2 v_{j,A}^* - U |\Psi_A|^2 u_{j,A}^* = -E_j' v_{j,A}^*, \quad (5.282) \]
\[ i \hbar c D v_{j,A}^* + Q_B v_{j,B}^* + 2U |\Psi_B|^2 v_{j,B}^* - U |\Psi_B|^2 u_{j,B}^* = -E_j' v_{j,B}^*, \quad (5.283) \]

where we define the new energy as \( E_j' \equiv -E_j \). These equations are identical to the original ones except that the sign of the energy is flipped. This is positive/negative energy symmetry for the space of excitations and (unlike the BDG problem) here must be respected since we are measuring energy relative to the Dirac point as previously discussed. For the simple case of a plane wave background, this is the obvious result that inverting the direction of positive momentum Dirac-like particles (the parity inversion in the derivative terms) yields the negative energy branch of the spectrum.

### 5.12 Normalization of Quasi-Particle States

The normalization for the positive and negative energy solutions may be derived from the linear stability equations. Beginning with Eq. (5.188), we multiply through
by \( u_{k,B}^* \),

\[
    i u_{k,B}^* D u_{k,A} + Q_B u_{k,B}^* u_{j,B} + 2U |\Psi_B|^2 u_{k,B}^* u_{j,B} - U |\Psi_B|^2 u_{k,B}^* v_{j,B} = E_j u_{k,B}^* u_{j,B}. \tag{5.284}
\]

Next, we take the complex conjugate and exchange \( j \) and \( k \) indices which yields

\[
    -i u_{j,B}^* D^* u_{k,A}^* + Q_B^* u_{j,B}^* u_{k,B} + 2U |\Psi_B|^2 u_{j,B}^* u_{k,B} - U |\Psi_B|^2 u_{j,B}^* v_{k,B} = E_k^* u_{j,B}^* u_{k,B}^*, \tag{5.285}
\]

where we have allowed the possibility that the energy is complex. Subtracting Eq. (5.285) from Eq. (5.284) and integrating over the plane gives

\[
    i \int d^2r \left( u_{k,B}^* D u_{k,A} + u_{j,B} D^* u_{k,A}^* \right) + (Q_B - Q_B^*) \int d^2r u_{k,B}^* u_{j,B} \\
    + U \int d^2r |\Psi_B|^2 \left( u_{j,B} v_{k,B}^* - u_{k,B}^* v_{j,B} \right) = (E_j - E_k) \int d^2r u_{k,B}^* u_{j,B}. \tag{5.286}
\]

Following the same steps for Eq. (5.190) yields a similar equation

\[
    -i \int d^2r \left( v_{k,B}^* D v_{k,A} + v_{j,B} D^* v_{k,A}^* \right) + (Q_B - Q_B^*) \int d^2r v_{k,B}^* v_{j,B} \\
    + U \int d^2r |\Psi_B|^2 \left( u_{j,B} v_{k,B}^* - u_{k,B}^* v_{j,B} \right) = (E_j - E_k^*) \int d^2r v_{k,B}^* v_{j,B}. \tag{5.287}
\]

Subtracting these two results and taking \( \nabla^2 S = 0 \), we get

\[
    i \int d^2r \left( u_{k,B}^* D Q_A u_{k,A} + u_{j,B} D^* Q_A^* u_{k,A} + v_{k,B}^* D Q_A v_{k,A} + v_{j,B} D^* Q_A^* v_{k,A} \right) \\
    = (E_j - E_k^*) \int d^2r \left( u_{k,B}^* u_{j,B} - v_{k,B}^* v_{j,B} \right). \tag{5.288}
\]

A similar equation is obtained by manipulating Eq. (5.187) and Eq. (5.189)

\[
    i \int d^2r \left( u_{k,A}^* D^* Q_B^* u_{k,B} + u_{j,A} D Q_B u_{k,B} + v_{k,A}^* D^* Q_B^* v_{k,B} + v_{j,A} D Q_B v_{k,B} \right) \\
    = (E_j - E_k^*) \int d^2r \left( u_{k,A}^* u_{j,A} - v_{k,A}^* v_{j,A} \right). \tag{5.289}
\]
Adding these equations gives

\[
i \int d^2r \left( u^*_{k,A} D^* Q_B^* u_{k,B} + u_{j,A} D Q_B^* u^*_{k,B} + v^*_{k,A} D^* Q_B^* v_{k,B} + v_{j,A} D Q_B v^*_{k,B} \right) \\
+ i \int d^2r \left( u^*_{k,A} D^* Q_B^* u_{k,B} + u_{j,A} D Q_B u^*_{k,B} + v^*_{k,A} D^* Q_B^* v_{k,B} + v_{j,A} D Q_B v^*_{k,B} \right) \\
= (E_j - E_k^*) \int d^2r \left( u^*_{k,A} u_{j,A} - v^*_{k,A} v_{j,A} + u^*_{k,B} u_{j,B} - v^*_{k,B} v_{j,B} \right). \tag{5.290}
\]

By using properties of the derivative terms, the left hand side can be made to vanish so that we may write

\[
(E_j - E_k^*) \int d^2r \left( u^*_{k,A} u_{j,A} - v^*_{k,A} v_{j,A} + u^*_{k,B} u_{j,B} - v^*_{k,B} v_{j,B} \right) = 0. \tag{5.291}
\]

This is the expected normalization condition similar to the BDG case.

5.13 Positive and Negative Energy States: Lattice Versus Interaction Effects

In our problem, the number of possible states is expanded since the normalization couples \( A \) and \( B \) states. For nonzero normalization constant, we see that by setting \( j = k \), the energy must be real and the normalization condition can be expressed as

\[
\int d^2r \left( u^*_{k,A} u_{j,A} - v^*_{k,A} v_{j,A} + u^*_{k,B} u_{j,B} - v^*_{k,B} v_{j,B} \right) = \delta_{jk}. \tag{5.292}
\]

In order for the quasi-particle operator to obey the usual Bose commutation relations (as we have already seen), we are allowed positive as well as negative energy solutions provided the normalization constant for these states is positive and negative respectively. The presence of negative norm states introduces no physical inconsistency but a minor reinterpretation of the Fourier components is needed. Requiring Bosonic commutation rules for the quasi-particle part of the wavefunction forces the condition

\[
(|u^2_j| - |v^2_j|) \left[ \hat{\alpha}_j, \hat{\alpha}^\dagger_j \right] = 1. \tag{5.293}
\]
If we take \(|u_j|^2 - |v_j|^2| = -1\), this forces \([\hat{\alpha}_j, \hat{\alpha}_j^\dagger] = -1\) or, \([\hat{\alpha}_j^\dagger, \hat{\alpha}_j] = 1\) so that we must interpret \(\hat{\alpha}_j^\dagger\) and \(\hat{\alpha}_j\) as the destruction and creation operators, respectively, for a Boson (quasi-hole) with momentum \(-j\) which are of course the negative energy states of our theory. Thus, for negative energy states, we require that

\[
\int d^2 r \left( u_{k,A}^* u_{j,A} - v_{k,A}^* v_{j,A} + u_{k,B}^* u_{j,B} - v_{k,B}^* v_{j,B} \right) = -\delta_{jk}. \tag{5.294}
\]

Since excitations of the two sublattices are not normalized independently, as seen in Eq. (5.292) and Eq. (5.294), there exists the possibility for solutions that appear as holes in one sublattice and particles in the other while the total energy is fixed positive or negative. To elaborate on this, the fact that Eq. (5.292) shows that sublattice amplitudes are not independently normalized, means that the amplitudes \(u\) and \(v\) for one of the sublattices, say \(B\), may appear as a hole (negative normalization for that sublattice)

\[
\int d^2 r \left( u_{k,B}^* u_{j,B} - v_{k,B}^* v_{j,B} \right) = -\delta_{jk}, \tag{5.295}
\]

forcing the other two amplitudes (for the \(A\) sublattice) to be positively normalized but multiplied by a factor of 2:

\[
\int d^2 r \left( u_{k,A}^* u_{j,A} - v_{k,A}^* v_{j,A} \right) = 2\delta_{jk}. \tag{5.296}
\]

This means that for positive \(E_j\) (quasi-particle propagation), one sublattice may appear to support two quasi-particles while the other sublattice supporting one quasi-hole. There also exists the possibility of zero norm states in which case the energy may be complex. Some representative characteristics of the possible states are summarized in Table 5.1 and Table 5.2 below.
### Table 5.1: Character of Negative Norm Excitations

<table>
<thead>
<tr>
<th>Subnorms</th>
<th>Character</th>
<th>Amplitudes</th>
<th>$\hbar c_k \gg U$</th>
<th>$\hbar c_k \ll U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$- -$</td>
<td>hole/hole</td>
<td>$</td>
<td>u_{k,A}</td>
<td>&lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>u_{k,B}</td>
<td>&lt;</td>
</tr>
<tr>
<td>$+ -$</td>
<td>particle/hole</td>
<td>$</td>
<td>u_{k,A}</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>u_{k,B}</td>
<td>&lt;</td>
</tr>
<tr>
<td>$- 0$</td>
<td>hole/undet</td>
<td>$</td>
<td>u_{k,A}</td>
<td>&lt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>u_{k,B}</td>
<td>=</td>
</tr>
</tbody>
</table>

The dots indicate that the same condition applies as in the previous line.

### Table 5.2: Character of Positive Norm Excitations

<table>
<thead>
<tr>
<th>Subnorms</th>
<th>Character</th>
<th>Amplitudes</th>
<th>$\hbar c_k \gg U$</th>
<th>$\hbar c_k \ll U$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$+ +$</td>
<td>particle/particle</td>
<td>$</td>
<td>u_{k,A}</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>u_{k,B}</td>
<td>&gt;</td>
</tr>
<tr>
<td>$+ -$</td>
<td>particle/hole</td>
<td>$</td>
<td>u_{k,A}</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>u_{k,B}</td>
<td>&lt;</td>
</tr>
<tr>
<td>$+ 0$</td>
<td>particle/undet</td>
<td>$</td>
<td>u_{k,A}</td>
<td>&gt;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$</td>
<td>u_{k,B}</td>
<td>=</td>
</tr>
</tbody>
</table>

The dots indicate that the same condition applies as in the previous line.
5.14 Analytical Solutions of the RLSE for Arbitrary Vortex Background

In plane polar coordinates, the RLSE reduce to the system

\[ i \hbar c e^{-i\theta} (\partial_r - i \frac{1}{r} \partial_\theta) u_{j,B} + (m - \mu) u_{j,A} + U|\Psi_A|^2 (2u_{j,A} - v_{j,A}) = E_j u_{j,A}, \quad (5.297) \]

\[ i \hbar c e^{i\theta} (\partial_r + i \frac{1}{r} \partial_\theta) u_{j,A} + (m - \mu) u_{j,B} + U|\Psi_b|^2 (2u_{j,B} - v_{j,B}) = E_j u_{j,B}. \quad (5.298) \]

\[ i \hbar c e^{-i\theta} (\partial_r - i \frac{1}{r} \partial_\theta) v_{j,B} + (m - \mu) v_{j,A} + U|\Psi_A|^2 (2v_{j,A} - u_{j,A}) = -E_j v_{j,A}. \quad (5.299) \]

\[ i \hbar c e^{i\theta} (\partial_r + i \frac{1}{r} \partial_\theta) v_{j,A} + (m - \mu) v_{j,B} + U|\Psi_B|^2 (2v_{j,B} - u_{j,B}) = -E_j v_{j,B}. \quad (5.300) \]

We make an observation regarding the form of the solution that we seek. From a classical point of view, small fluctuations of the vortex correspond to small displacements which can be computed by taking the dot product of a variation of the coordinates with the gradient of the condensate wavefunction. The small classical variations that we obtain in this way can then be converted to quantum fluctuations by reinterpreting their amplitudes as operators. For \( \Psi_A \) we get

\[ \delta \Psi_A = \delta \vec{r} \cdot \vec{\nabla} \Psi_A \quad (5.301) \]

\[ \sim (\delta r \hat{r} + \delta \theta \hat{\theta}) \cdot (\hat{r} \partial_r + \hat{\theta} \frac{\partial}{r} (e^{-i\theta} F_0)) \quad (5.302) \]

\[ \sim (\delta r \hat{r} + \delta \theta \hat{\theta}) \cdot \left( \frac{d F_0}{dr} \hat{r} - i \frac{F_0}{r} \hat{\theta} \right) \quad (5.303) \]

\[ \sim \frac{d F_0}{dr} \delta r - i \frac{F_0}{r} \delta \theta. \quad (5.304) \]

To reproduce actual fluctuations of the condensate we should allow for positive as well as negative coordinate variations in Eq. (5.304) so that another form would be

\[ \delta \Psi_A \sim \frac{d F_0}{dr} \delta r + i \frac{F_0}{r} \delta \theta. \quad (5.305) \]

To obtain a finite angular momentum fluctuation for \( \Psi_B \) we must temporarily include a nonzero angular dependence which we set to zero at the end. Apart from a
normalization factor we expect the following quasi-particle radial functions

\begin{align}
\text{for } \Psi_A : & \quad f_{A1} = \frac{dF_0}{dr} - i \frac{F_0}{r}, \quad f_{A2} = \frac{dF_0}{dr} + i \frac{F_0}{r}, \quad (5.306) \\
\text{for } \Psi_B : & \quad f_{B1} = \frac{dG_0}{dr} - i \frac{G_0}{r}, \quad f_{B2} = \frac{dG_0}{dr} + i \frac{G_0}{r}. \quad (5.307)
\end{align}

We may construct the following solutions from these

\begin{align}
\mathbf{f}^-_A &= f_{A1} - f_{A2} = -2 \frac{i F_0}{r}, \quad (5.308) \\
\mathbf{f}^+_A &= f_{A1} + f_{A2} = 2 \frac{dF_0}{dr}, \quad (5.309) \\
\mathbf{f}^-_B &= f_{B1} - f_{B2} = -2 \frac{i G_0}{r}, \quad (5.310) \\
\mathbf{f}^+_B &= f_{B1} + f_{B2} = 2 \frac{dG_0}{dr}. \quad (5.311)
\end{align}

As we have previously discussed, \( f^-_A \) and \( f^-_B \) describe modes that are associated with fluctuations in the phase of the vortex and \( f^+_A \) and \( f^+_B \) are associated with fluctuations in the number density.

Next, we eliminate the angular dependence in the same way as for the condensate wavefunction except that now we have to sum over all allowed quasi-particle angular momenta measured relative to the condensate angular momentum which has \( l = -1 \) for the upper spinor component and \( l = 0 \) for the lower one. We choose the general structure for quasi-particle states as follows

\begin{align}
\mathbf{u}_{k,A}(\vec{r}) &= A^{-1/2} C_{u_{k,A}} \mathbf{e}^{i(l-1)\theta} f_{u_{k,A}}(r), \quad (5.312) \\
\mathbf{u}_{k,B}(\vec{r}) &= A^{-1/2} C_{u_{k,B}} \mathbf{e}^{i\theta} f_{u_{k,B}}(r), \quad (5.313) \\
\mathbf{v}_{k,A}(\vec{r}) &= A^{-1/2} C_{v_{k,A}} \mathbf{e}^{i(l-1)\theta} f_{v_{k,A}}(r), \quad (5.314) \\
\mathbf{v}_{k,B}(\vec{r}) &= A^{-1/2} C_{v_{k,B}} \mathbf{e}^{i\theta} f_{v_{k,B}}(r). \quad (5.315)
\end{align}

Substituting these into the equations of motion gives
To determine the characteristic energies of this system we can examine the equations in the limit $r \to \infty$ since here they simplify considerably. We seek a solution for $r \to \infty$ so that generically we have $|\Psi_A|^2 \approx n_0(1 - 1/\xi^2)$ and $|\Psi_B|^2 \approx n_0/\xi^2$. Taking the complex conjugate of Eq. (5.318) and subtracting it from Eq. (5.316), while doing the same with Eqs. (5.319) and (5.317), and transforming to dimensionless variables, we obtain

$$i \hbar c_l C_{uk,B} \left( \frac{d}{dr} + \frac{1}{r} \right) f_{uk,B} + C_{uk,A} (m - \mu) f_{uk,A} + U |\Psi_A|^2 (2C_{uk,A} f_{uk,A} - C_{vk,A} f_{vk,A}) = E_k C_{uk,A} f_{uk,A}, \quad (5.316)$$

$$i \hbar c_l C_{vk,B} \left( \frac{d}{dr} + \frac{1}{r} \right) f_{vk,B} + C_{vk,A} (m - \mu) f_{vk,A} + U |\Psi_B|^2 (2C_{vk,B} f_{vk,B} - C_{vk,A} f_{vk,A}) = E_k C_{vk,B} f_{vk,B}, \quad (5.317)$$

$$i \hbar c_l C_{vk,A} \left( \frac{d}{dr} + \frac{1}{r} \right) f_{vk,A} + C_{vk,B} (m - \mu) f_{vk,B} + U |\Psi_A|^2 (2C_{vk,A} f_{vk,A} - C_{vk,B} f_{vk,B}) = -E_k C_{vk,A} f_{vk,A}, \quad (5.318)$$

$$i \hbar c_l C_{uk,A} \left( \frac{d}{dr} + \frac{1}{r} \right) f_{uk,A} + C_{uk,B} (m - \mu) f_{uk,B} + U |\Psi_B|^2 (2C_{uk,B} f_{uk,B} - C_{uk,A} f_{uk,A}) = -E_k C_{uk,B} f_{uk,B}. \quad (5.319)$$

where we have replaced the energy by $\epsilon_k = E_k/n_0 U$. Here we note that $\epsilon_k \ll 1$, since the quasi-particle energy is far less than the mean-field interaction energy of the condensate. We want to retain terms that are lowest order in $1/\xi$ which means that the derivative terms and the terms proportional to $1/\xi$ remain and we can throw away the $1/\xi^2$ terms that come from the condensate wavefunctions. In the similar derivation
that occurs for the non-lattice version of this problem, i.e., where the condensate is in a single-particle wavefunction that satisfies the nonlinear Schrödinger equation and the associated Bogoliubov-de Gennes equations are second order pde’s, the $1/\xi^2$ terms from the condensate must remain in the equations so that the correct long distance behavior can be obtained. Our equations simplify considerably,

\begin{equation}
\frac{i}{\hbar c_l} \left( \frac{d}{d\xi} + \frac{l}{\xi} \right) f_B^- + 2f_A^- = \epsilon_k f_A^+, \quad (5.322)
\end{equation}

\begin{equation}
\frac{i}{\hbar c_l} \left( \frac{d}{d\xi} + \frac{1-l}{\xi} \right) f_A^- - f_B^- = \epsilon_k f_B^+. \quad (5.323)
\end{equation}

Since $\epsilon_k \ll 1$, the states labeled by the + and − superscripts decouple and an approximate solution can be obtained by setting the right hand sides to zero and solving the system

\begin{equation}
\frac{i}{\hbar c_l} \left( \frac{d}{d\xi} + \frac{l}{\xi} \right) f_B^- + 2f_A^- = 0, \quad (5.324)
\end{equation}

\begin{equation}
\frac{i}{\hbar c_l} \left( \frac{d}{d\xi} + \frac{1-l}{\xi} \right) f_A^- - f_B^- = 0. \quad (5.325)
\end{equation}

Differentiating the second equation and substituting the result into the first equation and doing the reverse of this produces two uncoupled equations for $f_A^-$ and $f_B^-$

\begin{equation}
\left[ \frac{d^2}{d\xi^2} + \frac{1}{\xi} \frac{d}{d\xi} - \left( \frac{1-l}{\xi^2} - 2 \right) \right] f_A^- = 0, \quad (5.326)
\end{equation}

\begin{equation}
\left[ \frac{d^2}{d\xi^2} + \frac{1}{\xi} \frac{d}{d\xi} - \left( \frac{l^2}{\xi^2} - 2 \right) \right] f_B^- = 0. \quad (5.327)
\end{equation}

These are modified Bessel’s equations whose solutions are well understood and describe bound states, i.e., excited states of the vortex that decay exponentially as $r \to \infty$. These decaying solutions are modified Bessel functions of the second kind whose asymptotic forms are given by
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\[ f_A^{-}(\xi) \approx \sqrt{\frac{\pi}{2\sqrt{2}\xi}} e^{-\sqrt{2}\xi}, \quad (5.328) \]

\[ f_B^{-}(\xi) \approx \sqrt{\frac{\pi}{2\sqrt{2}\xi}} e^{-\sqrt{2}\xi}. \quad (5.329) \]

If we add the same equations instead of subtracting them, we obtain

\[
i \left( \frac{d}{d\xi} + \frac{l}{\xi} \right) f_B^+ = \epsilon_k f_A^-, \quad (5.330)\]

\[
i \left( \frac{d}{d\xi} + \frac{1-l}{\xi} \right) f_A^+ - f_B^+ = \epsilon_k f_B^- . \quad (5.331)\]

Again, we may obtain approximate solutions by setting the right hand sides to zero and solving

\[
i \left( \frac{d}{d\xi} + \frac{l}{\xi} \right) f_B^+ = 0 , \quad (5.332)\]

\[
i \left( \frac{d}{d\xi} + \frac{1-l}{\xi} \right) f_A^+ - f_B^+ = 0 . \quad (5.333)\]

Decoupling, we obtain

\[
\left[ \frac{d^2}{d\xi^2} + \frac{1}{\xi} \frac{d}{d\xi} - \frac{(1-l)^2}{\xi^2} \right] f_A^+ = 0 , \quad (5.334) \]

\[
\left( \frac{d}{d\xi} + \frac{l}{\xi} \right) f_B^+ = 0 . \quad (5.335) \]

The solutions to these equations are easy to obtain and are

\[ f_A^+(\xi) = \frac{c_1^+}{\xi^{\pm(1-l)}} ; \quad (5.336) \]

\[ f_B^+(\xi) = \frac{c_2^+}{\xi^l} . \quad (5.337) \]

We have seen that \( f_A^- \) and \( f_B^- \) decay more rapidly than \( f_A^+ \) and \( f_B^+ \). This is exactly what we expect since the first two correspond to fluctuations in the circulation velocity.
potential of the vortex while the last two correspond to fluctuations in the number density which are expected to fall off more slowly.

5.15 Conclusion

In this chapter, we have derived the RLSE and applied them to the case of a uniform BEC, and compute the coherence factors for the uniform case to obtain the coherence factors, energy eigenvalues and studied their limiting forms as a function of the quasi-particle momentum relative to the natural parameters of the system, i.e., the particle interaction, lattice spacing, and hopping energy. Moreover, we have shed light on the normalization of positive and negative energy quasi-particle states, including symmetries of the RLSE, and delineated the different types of spinor excitations where we have seen how the particle-hole picture for ordinary weakly interacting BECs is another dimensional scale to the Dirac particle-antiparticle paradigm familiar from studies of graphene. The interacting, metastable, ground state energy was determined with corrections beyond the mean field result, and has a clear limit to its counterpart describing non-interacting bosons in the honeycomb lattice. Finally, we have solved, by approximate analytical methods, the RLSE for the case of vortex, and interpret our results by analogy with the semiclassical picture that small fluctuations of the vortex are equivalent to fluctuations in its shape and spatial position, i.e., fluctuations in the location of the core and the phase angle. We obtain decaying and non-decaying solutions, where the former correspond to bound state fluctuations of the vortex and the latter are free-scattering states.
CHAPTER 6
THE NONLINEAR DIRAC EQUATION: RELATIVISTIC VORTICES AND EXPERIMENTAL REALIZATION IN BOSE-EINSTEIN CONDENSATES


Abstract

We present a detailed experimental procedure for preparing relativistic vortices, governed by the nonlinear Dirac equation, in a two-dimensional Bose-Einstein condensate (BEC) in a honeycomb optical lattice. Our setup contains Dirac points, in direct analogy to graphene. We determine a range of practical values for all relevant physical parameters needed to realize relativistic vortices in BEC of $^{87}\text{Rb}$ atoms. Discrete spectra for seven distinct vortices are computed in the presence of a weak harmonic trap, which include Anderson-Toulouse and Mermin-Ho skyrmion textures, and half-quantum vortices. We find that most vortices are stable with a lifetime between 1 and 10 seconds.
6.1 Main Text

Multi-component Bose-Einstein condensates (BECs) present an ideal setting for studying complex vortex structures [44]. Such vortices allow for topologically intriguing configurations ranging from skyrmions to knots [38, 43, 182]. The usual method for adding a spinor structure to a BEC relies on hyperfine degrees of freedom or different atomic species. Instead, we use the band structure and linear dispersion relation around the Dirac points at the Brillouin zone edge of a honeycomb optical lattice to realize a four-component Dirac spinor, in direct analogy to graphene [183]. This gives us both pseudospin as well as a relativistic structure. To accomplish this, we propose starting with a BEC of weakly interacting alkali metal atoms in the lowest Bloch state of a 2D honeycomb optical lattice, then using Bragg scattering to populate Bloch states at the two inequivalent Dirac points, followed by the application of a Laguerre-Gaussian laser beam to deliver a net angular momentum to the BEC which excites a plethora of vortex structures. The vortices we obtain are solutions of the nonlinear Dirac equation (NLDE), whose stability is determined by the relativistic linear stability equations (RLSE) [52, 184]. Our work on the NLDE+RLSE system opens up the field of relativistic simulations in BECs at velocities ten orders of magnitude slower than the speed of light.

In this letter we combine the study of Dirac points with superfluid vortices, an environment reminiscent of particle physics models where relativistic vortices are commonplace [185, 186]. Stability of a BEC at the Dirac points presents a challenge, since Bloch states there have finite crystal momentum and nonzero energy. We handle this problem by introducing an intermediate asymmetry between the A and B sublattice potential depths which opens up a mass gap. Using a gap enables us to construct initial and final Bloch states, \( \psi_{A,0} \) and \( \psi_{A,K} \) (with Dirac point momentum \( K \)), as superpositions of the two degenerate states at the Dirac point with velocities \( c_l \) and \(-c_l\), respectively. This produces a state with group velocity equal to zero, relative to
the lattice. Stationarity of the BEC with respect to the lattice and the lab frame is significant experimentally, since the BEC can remain confined in an external trapping potential indefinitely and does not suffer from dynamical instabilities associated with relative motion between the BEC and lattice. The end result is a metastable state in which thermal losses can be managed by maintaining the system at very low temperatures. For realistic experimental parameters our relativistic vortices are stable for up to 10 seconds, as long or longer than the lifetime of typical BECs.

Table 6.1: Physical parameters and constraints for the NLDE typical for a BEC of $^{87}$Rb atoms. (a,b) Relative energies for the 3D to 2D dimensional reduction, with the vertical trap oscillator energy $\hbar \omega_z$. (c,d,h) Relative lengths for the 3D to 2D dimensional reduction. (e) Landau criterion imposed to avoid dynamical instabilities, where the 2D speed of sound in the continuum $c_{s,2D} \equiv \sqrt{3 \hbar \bar{n}/2M} = 2.97 \times 10^{-2}$ cm/s. (f) The weakly interacting and superfluid (not Mott insulating) regime. (g) The linear Dirac cone approximation which requires that quasi-particle momenta $\hbar k$ remain small compared to the Dirac point momentum $\hbar K$. (h) Long-wavelength limit, which sets the scale for the 2D Dirac healing length. (i) The lowest-band and tight-binding approximation. For the values in the table, we use the ratio of lattice depth to recoil energy $V_0/E_R = 16$, lattice constant $a = 2\lambda/3 = 0.55 \mu$m, and planar trap radius $R_\perp = 100 a$, average particle density $\bar{n} = 1.5 \times 10^{18} \text{m}^{-3}$, hopping energy $t_h = 4.31 \text{nK}$, and atomic mass of $^{87}$Rb.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol/Definition</th>
<th>Constraint</th>
<th>Value</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) Temperature</td>
<td>$T$</td>
<td>$\ll \hbar \omega_z$</td>
<td>8 nK</td>
<td>$\sim 100 \text{pK} &lt; T$ $&lt; \sim 80 \text{nK}$</td>
</tr>
<tr>
<td>(b) Chemical potential</td>
<td>$\mu$</td>
<td>$\ll \hbar \omega_z$</td>
<td>2.36 nK</td>
<td>$&lt; 4.10 \text{nK}$</td>
</tr>
<tr>
<td>(c) Transverse oscillator length</td>
<td>$L_z = (\hbar / M \omega_z)^{1/2}$</td>
<td>$\ll R_\perp$</td>
<td>3.0 $\mu$m</td>
<td>$&lt; 2.10 \mu$m</td>
</tr>
<tr>
<td>(d) Heating length</td>
<td>$\xi = 1/\sqrt{8 \pi \bar{n} a}$</td>
<td>$\ll L_z$</td>
<td>2.14 $\mu$m</td>
<td>$&lt; 1.66 \mu$m</td>
</tr>
<tr>
<td>(e) Effective speed of light</td>
<td>$c_j = t_h a \sqrt{3}/2 \hbar$</td>
<td>$&lt; c_{s,2D}$</td>
<td>$2.69 \times 10^{-2}$ cm/s</td>
<td>$&lt; 5.40 \times 10^{-2}$ cm/s</td>
</tr>
<tr>
<td>(f) Dirac nonlinearity</td>
<td>$U = L_z g \bar{n}^2 3 \sqrt{3} a^2/8$</td>
<td>$&lt; t_h, \mu$</td>
<td>0.393 nK</td>
<td>$&lt; 2.36 \text{nK}$</td>
</tr>
<tr>
<td>(g) Quasi-particle momentum</td>
<td>$k = p/\hbar$</td>
<td>$\ll \sqrt{8/a}$</td>
<td>$6.27 \times 10^2$ cm$^{-1}$</td>
<td>$6.27 \times 10^2$ cm$^{-1} \lesssim k$ $&lt; 5.66 \times 10^4$ cm$^{-1}$</td>
</tr>
<tr>
<td>(h) Dirac healing length</td>
<td>$\xi_{\text{Dirac}} = t_h a \sqrt{3}/2U$</td>
<td>$\gg a, \ll R_\perp$</td>
<td>5.25 $\mu$m</td>
<td>$0.50 \mu$m $&lt; \xi_{\text{Dirac}}$ $&lt; 50.0 \mu$m</td>
</tr>
<tr>
<td>(i) Lattice depth</td>
<td>$V_0$</td>
<td>$\gg E_R$</td>
<td>2.59 $\mu$K</td>
<td>$0.79 \mu$K $&lt; V_0$ $&lt; 5.95 \mu$K</td>
</tr>
</tbody>
</table>

Relativistic vortices are realized in the emergent nonlinear Dirac background, in the long wavelength limit of a 2D honeycomb lattice. The usual BEC parameters in 3D are renormalized, once for the dimensional reduction [68], and again after integrat-
ing over the lattice Wannier functions and going to long wavelengths. Consequently, NLDE physics is only experimentally realizable in practice when several energy and length constraints are satisfied. We list these constraints in Table 6.1 along with their mathematical definitions. For our calculations, we use the semiclassical estimate \[77\] of the hopping parameter \( t_h \equiv 1.861 \left( \frac{V_0}{E_R} \right)^{3/4} E_R \exp\left( -1.582 \sqrt{\frac{V_0}{E_R}} \right) \).

It is helpful to consolidate the constraint inequalities to arrive at expressions relating the temperature \( T \) and length scales of the system, \( a_s, a, d, L_z, \) and \( R_\perp \):

\[
1 \lesssim \left( \frac{8 \pi a_s}{d^3} \right)^{3/2} L_z^3 < \frac{2^5 \sqrt{2} \pi^{1/2} (d^3 a_s)^{1/2}}{3 \sqrt{3} a^2 \left[ 1 + \pi a / (4 \sqrt{2} R_\perp) \right]}, \tag{6.1}
\]

\[
T < \hbar^2 / k_B M L_z^2, \tag{6.2}
\]

where \( d \) is the average inter-particle distance defined in terms of the particle density \( d = \bar{n}^{-1/3} \). All other quantities are defined in Table 6.1. The temperature \( T \) in Eq. (6.2) depends indirectly on the ratio \( V_0 / E_R \) through \( \bar{n} \). We can get an idea of how the particle density affects \( T \) by evaluating the inequalities for different values of \( \bar{n} \) while fixing \( V_0 / E_R = 16 \). For example, \( \bar{n} = 10^{16} \text{ m}^{-3} \) gives \( 26.259 \mu m \lesssim L_z < 86.934 \mu m \) and \( T < 8.17 \times 10^{-3} \text{ nK} \), whereas for \( \bar{n} = 10^{20} \text{ m}^{-3} \) we find \( 0.263 \mu m \lesssim L_z < 0.187 \mu m \) and \( T < 162 \text{ nK} \). From this we see that a practical value for \( T \) requires that densities to be considerably larger than \( 10^{16} \text{ m}^{-3} \), a consequence of the additional constraints in Eqs. (6.1)-(6.2).

The honeycomb lattice is composed of two degenerate hexagonal lattices, A and B, which leads to the band crossing and the Dirac cones. The lattice potential is straightforward to implement experimentally [187, 188] using light tuned either to the blue or to the red of an atomic resonance. For the red-detuned lattice, all three laser fields are polarized parallel to the plane of propagation so that the polarization of the net field is spatially dependent. This polarization gradient produces a spin-dependent lattice potential which is key to our method, allowing for differentiation
Figure 6.1: (color online) Bragg scattering in a spin-dependent honeycomb lattice. (a) Honeycomb potential for $^{87}\text{Rb}$ atoms in state $|F, m_F\rangle = |2, 1\rangle$ for the case when the wavelength of the lattice light $\lambda_L = 830$ nm. (b) Rabi frequencies for the $m_F = \pm 2$ (solid blue) and $\pm 1$ (dashed red) states. (c) Rabi frequency for transitions between non-equivalent Dirac points for cases where the sub-lattice index remains the same (solid blue) or changes (dashed red) as functions of the depth of the scalar part $V_{sc}$ of the optical lattice potential. (Inset) Time dependence of the sublattice populations at the Dirac points $\mathbf{K}$ and $\mathbf{K}'$ for an optical lattice depth of $V_{sc} = 4E_R$. 
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Preparation of the BEC at a Dirac point is accomplished by first condensing into the lattice via evaporative cooling, then inducing Bragg scattering between crystal momenta $0$ and $K$ using auxiliary laser fields. We start with the BEC in the lowest-energy Bloch state and hyperfine state $m_F \neq 0$ with the spin-dependent potential turned on so that a mass gap is in place. The gap is defined as $2 |m_s| c_l^2$, which measures the difference in potential depths between the A and B sublattices as shown in Figure 6.2(a). Note that $m_s c_l$ is the corresponding mass term in the NLDE, with $c_l$ the effective speed of light (see Table 6.1). The lattice depth is then increased adiabatically [188]. Only the sublattice with the lowest energy is occupied at this point, assumed here to be the A sublattice. Bragg scattering to a Bloch state at a Dirac point can be accomplished by applying two laser fields with wavevectors $k_{b1}$ and $k_{b2}$, which satisfy $k_{b1} - k_{b2} = K$ and have frequencies $\omega_{b1}$ and $\omega_{b2}$. These frequencies satisfy $\omega_{b1} - \omega_{b2} = \Delta \omega = [E_A(K) - E_A(0)]/\hbar$. Here, the function $E_A(k)$

Figure 6.2: (color online) Coherent transfer between sublattices $A$ and $B$. (a) Three step process of exciting atoms from the A sublattice with hyperfine state $|1, 0\rangle$ (no sublattice asymmetry) to the hyperfine state $|2, 1\rangle$ via the rf/mw transition mw$_1$, then from the A sublattice to the B sublattice via the perturbation $H_m$, and finally back to the $|1, 0\rangle$ hyperfine state via the mw$_2$ transition (mw = microwave). (b) The same process showing the associated rf/mw frequencies and the detunings $\Delta$mw$_1$ and $\Delta$mw$_2$.
Figure 6.3: (color online) *Relativistic vortices.* Density and phase of (a,b) \( \ell = 2 \) ring-vortex, (c,d) B sublattice of Mermin-Ho skyrmion, (e,f) ring-vortex/soliton, (g,h) half-quantum vortex, or semion. All of these vortices and more can be made by variations on the experimental techniques which we have discussed.
gives the dispersion relation for the lower (A) band. Application of this potential results in Rabi oscillation between the initial state $\psi_{A,0}$ (ground state), and the final state $\psi_{A,K}$ (Dirac point) with a Rabi frequency $\Omega_B$, where $\psi_A$, $\psi_B$ are wavefunctions; $|\psi_{A(B)}|^2$ is the BEC density distribution on the A (B) sublattice. Figure 6.1(b) shows numerical calculations for $|\hbar \Omega_B|$ as a function of the depth of the honeycomb lattice $V_{sc}$ in units of the depth of the Bragg scattering lattice $V_B$. We should keep in mind that $V_B \ll E_R$. The entire population of atoms in state $\psi_{A,0}$ can be transferred to $\psi_{A,K}$ by applying the Bragg scattering potential for a time $\tau_{\pi} = \pi/\Omega$ provided that the amplitude of the Bragg potential is chosen such that $\hbar/\tau_{\pi}$ is significantly smaller than the energy splitting between the upper and lower bands, i.e., $2|m_s|c^2_l$. Note that because of the gap, all the atoms are presently in a state with zero group velocity.

Figure 6.4: (color online) Spectra for relativistic vortices confined in a harmonic potential. (a) Vortex/soliton (black curve), Anderson-Toulouse skyrmion (red), Mermin-Ho skyrmion (blue), and half-quantum vortex (green). (b) Topological vortices for $\ell = 2, 3, 4$ (black, red, blue). (c) Radial ground state and first two excited states of the vortex without skyrmion symmetry (black, red, blue). In each figure, the renormalized chemical potential is plotted as a function of the normalization, both quantities described in the supplementary materials section. There are two regimes characterized by power law: $\tilde{\mu} \propto N^\alpha$. The weakly interacting free-particle regime occurs for small $N$, whereas the strongly interacting vortex regime is in the region of large $N$. Note that the vertical and horizontal axes labels are dimensionless.

With the BEC at the Dirac point but only in the A sublattice sites, we populate the B sublattice by first transferring atoms to a hyperfine state that does not experience the vector light shift and therefore no mass gap. We can then populate
the B sublattice Bloch state by applying a periodic perturbation which modulates
the amplitude of one of the lattice laser fields. This provides an anisotropy in the
tunneling matrix elements, which results in a net transfer of atoms to the B sublat-
tice, as depicted in both panels of Figure 6.2. Finally, the transfer of atoms to the
non-equivalent Dirac point $K'$ can be accomplished again by Bragg scattering from
a lattice formed using auxiliary laser fields [189]. The Rabi frequency and resulting
time-dependent populations for the $K$ and $K'$ points are depicted in Figure 6.1(c).

We obtain seven physically distinct NLDE vortices. A brief review of the NLDE,
RLSE, and a table detailing the physical characteristics of each vortex type are in-
cluded in supplementary materials. The vortex/soliton is a bright soliton or density
peak in the center in the first component with a vortex of phase winding $2\pi$ around
the outside in the second. The ring-vortex/soliton is also a bright soliton in the
first component, but the vortex component is a ring peaked near the healing length
$r = \xi_{\text{Dirac}}$. The Anderson-Toulouse skyrmion has the same core structure as the
vortex/soliton, but the spinor components are continuously interchanged as the dis-
tance from the core increases, while staying within the bounds $0 < |\psi_A|, |\psi_B| < 1$
and conserving total density $|\psi_A|^2 + |\psi_B|^2 = 1$. The Mermin-Ho skyrmion again
has similar behavior near the core but the soliton (vortex) amplitude decreases (in-
creases) monotonically away from the core within the bounds $\cos(\pi/4) < \psi_A < 1$ and
$0 < \psi_B < \cos(\pi/4)$. The half-quantum vortex or semion is characterized by a phase
discontinuity such that far from the core the amplitudes have the form $\psi_A \propto \cos(\theta/2)$
and $\psi_B \propto \sin(\theta/2)$; the additional $\pi$ phase is accounted for by a rotation between
the Dirac spinor components. So far, all of these solutions have one unit of angular
momentum, $\ell = 1$ with $\ell \in \mathbb{N}$, either a phase winding of $2\pi$ in one component or a
winding of $\pi$ in each component. Additionally, for arbitrary phase winding ($\ell > 1$)
ring-vortices and topological vortices exist with $\ell - 1$ ($\ell$) units of winding in the first
(second) spinor component, but differ in their asymptotic form. Component ampli-
tudes for the ring-vortex peak at around one healing length from the core and quickly
decay for large \( r \). On the other hand, topological vortices retain non-zero density far
from the core. Several representative vortices are plotted in Figure 6.3. All of the vor-
tices here can be created using straightforward variations of the transition sequence
depicted in Figure 6.2. In the supplementary materials, we explain how vortices are
realized in practical experiments.

For most of the vortices described in the previous paragraph, we find lifetimes
\( \tau \) to be long compared to the lifetime of the BEC itself. Using the method which
we present in the supplementary materials section, we obtain the following values
for \( \tau \): 9.13 s, 10.43 s, 11.51 s, 1.57 \times 10^{-7} \text{s}, 1.57 \times 10^{-7} \text{s}, 1.25 \text{s}, 1.29 \times 10^{-5} \text{s}; for the
vortex/soliton, ring-vortex/soliton, Anderson-Toulouse, Mermin-Ho, half-quantum,
\( \ell = 2 \) ring-vortex, and \( \ell = 2 \) topological vortex, respectively. To complete our
description, we have computed the discrete spectra pertaining to the case of planar
confinement by a weak harmonic trap. These are plotted in Figure 6.4. Note that
ring-vortices are minimally affected by the presence of a weak trap, since they are
highly localized objects and lie very near the center of the trap.

In conclusion, we have described in detail a method for constructing a stable BEC
at the Dirac points of a honeycomb optical lattice. Our system allows for relativistic
vortex excitations in a macroscopic Dirac spinor wavefunction, providing a means
of studying high energy field theoretic vortices in a condensed matter setting. We
have completely specified the required physical parameters, lifetimes, and spectra for
harmonically bound vortices as a prescription guide for the experimentalist. Vari-
tions on the NLDE have tremendous potential for a host of relativistic simulations in
BECs. Interesting examples include Soler models [190] and the extended Gross-Neveu
model [126]. Our work puts such efforts on a solid experimental footing.
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6.2 Supplementary Materials

<table>
<thead>
<tr>
<th>Vortex type</th>
<th>Winding</th>
<th>Analytic form of $\Psi(r)$</th>
<th>Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vortex/soliton</td>
<td>$\ell = 1$</td>
<td>$ie^{-i\theta} \frac{(r/r_0)}{\sqrt{1+(r/r_0)^2}} \frac{1}{\sqrt{1+(r/r_0)^2}} T$</td>
<td>$</td>
</tr>
<tr>
<td>Ring-vortex/soliton</td>
<td>$\ell = 1$</td>
<td>$ie^{-i\theta} \frac{(r/r_0)}{\sqrt{1+(r/r_0)^2}} \frac{1}{\sqrt{1+(r/r_0)^2}} T$</td>
<td>non-topological</td>
</tr>
<tr>
<td>Anderson-Toulouse skyrmion</td>
<td>$\ell = 1$</td>
<td>$[ie^{-i\theta} \cos(\varphi(r/r_0)), \sin(\varphi(r/r_0))] T$</td>
<td>$\varphi(\infty) = 0$</td>
</tr>
<tr>
<td>Mermin-Ho skyrmion</td>
<td>$\ell = 1$</td>
<td>$[ie^{-i\theta} \cos(\varphi(r/r_0)), \sin(\varphi(r/r_0))] T$</td>
<td>$\varphi(\infty) = \pi/4$</td>
</tr>
<tr>
<td>Half-quantum vortex</td>
<td>$\ell = 1$</td>
<td>$[i\cos(\theta/2), \sin(\theta/2)] T$</td>
<td>$</td>
</tr>
<tr>
<td>Ring-vortex</td>
<td>$\ell = 2, 3, 4, ...$</td>
<td>$[ie^{-i\theta} \frac{(r/r_0)^{\ell-2}}{\sqrt{1+(r/r_0)^{2\ell-2}}}, e^{i(\ell-1)\theta} \frac{(r/r_0)^{\ell-1}}{\sqrt{1+(r/r_0)^{2\ell-1}}}] T$</td>
<td>non-topological</td>
</tr>
<tr>
<td>General topological vortex</td>
<td>$\ell = 2, 3, 4, ...$</td>
<td>Numerical shooting method</td>
<td>$</td>
</tr>
</tbody>
</table>

Table 6.2: Vortex solutions of the NLDE. Solutions are described by their phase winding, closed-form expression, and topological properties. Solutions which retain non-zero density far from the core have an associated conserved topological charge, and we state their asymptotic form. Note that $r_0$ is the length scale associated with the chemical potential or the interaction strength depending on the particular solution.

NLDE Solutions – The NLDE treats the entire Dirac four-spinor. In its simplest realization without mass gaps and in tight binding the upper two components, called a Weyl spinor, are decoupled from the lower two, and can be written $\Psi = (\psi_A, \psi_B)^T$. We obtain vortex solutions by expressing the spinor components in the form: $\psi_A(r, \theta, t) = \pm ie^{i(\ell-1)\theta} e^{-i\mu t/\hbar}$, $\psi_B(r, \theta, t) = f_B(r) e^{i\ell\theta} e^{-i\mu t/\hbar}$, and writing the NLDE in plane-polar coordinates:
\[-\hbar c\left(\partial_r + \frac{\ell}{r}\right)f_B(r) + U|f_A(r)|^2f_A(r) = \mu f_A(r)\]  
\[\hbar c\left(\partial_r + \frac{1-\ell}{r}\right)f_A(r) + U|f_B(r)|^2f_B(r) = \mu f_B(r),\]

where \(\ell\) is the integer phase winding and the other parameters are defined in Table 6.1. For the case \(\mu = 0\), Eqs. (8.6)-(8.7) give closed form expressions for the radial amplitudes \(f_A\) and \(f_B\). These are the ring-vortex/soliton \((\ell = 1)\) and general ring-vortex \((\ell > 1)\) solutions. For the case \(\mu \neq 0\), closed form solutions exist in some cases while others are obtained using a numerical shooting method. Solutions of the NLDE are listed in Table 6.2.

Experimental Realization of Vortices – Relativistic vortices can be excited by starting with all the atoms in the A sublattice at the Dirac point, then applying co-propagating Gaussian and Laguerre-Gaussian laser beams, where the Laguerre-Gaussian beam carries a single unit of orbital angular momentum. The transfer of angular momentum to the atoms occurs via the stimulated Raman transition [191]. The spatial variation of the beam results in mainly the B sublattice being populated (the vortex) throughout most of the 2D lattice, except within a small disk which becomes the core of the vortex. On the other hand, the A sublattice is left depleted everywhere (the soliton) except near the core of the vortex. This describes excitation of the vortex/soliton or Anderson-Toulouse skyrmion [184]. The Mermin-Ho vortex can be obtained by the same process, but by only partially transferring atoms to the B sublattice. The sublattice amplitudes far from the vortex core are tuned to satisfy \(|\psi_B|^2 = |\psi_A|^2 < 1\), where \(|\psi_{A(B)}|^2\) is the density of the BEC in the first (second) four-spinor component in the NLDE, and \(v_{A(B)} = \hbar/M\nabla\phi_{A(B)}\) is the associated relativistic fluid velocity, with \(\phi_{A(B)} = \text{Arg}(\psi_{A(B)})\) the phase, as depicted in Figure 6.3. The half-quantum vortex or semion can be excited by using a fractional optical vortex beam in order to provide the required angular phase jump [192, 193]. General topo-
logical vortices have phase winding $\ell > 1$, non-zero chemical potential $\mu$, and satisfy $|\psi_A|, |\psi_B| \neq 0$ far from the center of the trap. These can be created by first rotating the lattice to excite the desired $\ell - 1$ state in the A sublattice, then following up with the Laguerre-Gaussian transition to produce the correct $\ell$ versus $\ell - 1$ winding differential in the spinor components. We note that there is an alternative approach to the rotating lattice method. General topological vortex excitations may be induced by subsequent applications of a two-photon transition with co-propagating Laguerre-Gaussian/Gaussian beams which transfer the condensate between $m = 0$ states, i.e., from $F = 1$, $m = 0$ to $F = 2$, $m = 0$ or vice versa. Each two-photon transition would change the orbital angular momentum of both the A and B sublattices by the orbital angular momentum carried by the Laguerre-Gaussian beams, while maintaining the desired winding differential between the A and B sublattices. Finally, ring-vortices characterized by $\mu = 0$ and $|\psi_A|, |\psi_B| = 0$ far from the center of the trap, can be obtained from the other vortices by inducing depletion of the BEC from the outer edge of the trap towards the core. Plots for several vortices are shown in Figure 6.3 with more details regarding solutions of the NLDE discussed in Ref. [184].

**RLSE Solutions** – The RLSE form a relativistic generalization of the Bogoliubov-de Gennes equations analogous to the relationship between the NLDE and nonlinear Schrödinger equation. Thus, in the RLSE the quasi-particle amplitudes $u$ and $v$ are each vector in form, to match the four-spinor (two-spinor at one Dirac point) they perturb from. The RLSE can be expressed in $2 \times 2$ matrix-vector form:

$$\tilde{D} u_k - U \tilde{\Psi} v_k = \tilde{E}_k u_k, \tag{6.5}$$
$$\tilde{D}^* v_k - U \tilde{\Psi} u_k = -\tilde{E}_k v_k, \tag{6.6}$$

where $\tilde{D}$ and $\tilde{\Psi}$ are $2 \times 2$ matrices which contain the first-order derivatives $(\partial_x + i\partial_y)$ and the background BEC components $\psi_A, \psi_B$, and $\tilde{E}_k$ is the $2 \times 2$ eigenvalue matrix. Note that $U$ is the particle interaction. When broken down, Eqs. (7.116)-(7.117) form
a $4 \times 4$ eigenvalue problem in the quasi-particle amplitudes $u_{k,A(B)}$ and $v_{k,A(B)}$ (with momentum $k$) associated with particle and hole excitations of the A(B) sublattices at a Dirac point. Vortices possess cylindrical symmetry so we express Eqs. (7.116)-(7.117) in plane-polar coordinates, factor the quasi-particle amplitudes into radial and angular parts, then substitute in the particular solution for $\psi_{A(B)}$. We then obtain a set of first-order coupled ODE’s in the radial coordinate to be solved consistently for the functions $u_{A(B)}(r)$, $v_{A(B)}(r)$ and the associated eigenvalues. We discretize the derivatives and functions using a forward-backward average finite-difference scheme, then solve the resulting discrete matrix eigenvalue problem using a standard numerical diagonalization method.

**Vortex Lifetimes** – To compute vortex lifetimes, we solve the RLSE to obtain the quasi-particle spatial functions and eigenvalues. In general, for vortex solutions of the NLDE certain eigenvalues and eigenmodes key to understanding the physical motion correspond to Nambu-Goldstone modes, i.e., anomalous with a small imaginary component [175]. When thermal losses are small, it is the imaginary part of the linear eigenvalues which depletes the BEC. We define the vortex lifetime by computing the time for depletion to reach a significant fraction of the total fixed number of atoms in the system, and consider only depletion coming from the mode with the largest imaginary term in its eigenvalue. The lifetime is then given by $\tau = \frac{\hbar}{\mathrm{Im}(E)} \ln \left( \frac{R_\perp}{I} \right)$, expressed in terms of the largest linear eigenvalue $E$ and the planar radius of the BEC $R_\perp$, in units of the lattice constant $a$ (see Table 6.1). Note also that the spatial integral $I$ here is specific to each vortex type. For the experimental parameters of Table 6.1, we find the longest lived solutions to be the vortex/soliton and Anderson-Toulouse vortex with $\tau = 11.51$ s, compared to the typical lifetime of a $^{87}$Rb condensate in an optical lattice of less than a second [194].

**Chemical Potential Spectra** – In order to have a clear comparative prediction for energies involved in creating our vortices, we solve the NLDE using a numerical
shooting method in the presence of a weak harmonic trap of frequency \( \omega_{\perp} = 2\pi \times 0.0387 \text{ Hz} \) along the direction of the lattice. This is the frequency associated with a planar BEC radius equal to 100 times the lattice constant. In this case vortices come in radially quantized states. For simplicity, we focus mainly on the lowest radial excitation. Using a generalization of the method in [195], we have obtained the dimensionless (renormalized) chemical potential \( \tilde{\mu} \equiv \mu / \hbar \omega_{\perp} \) as a function of the normalization \( N = \sqrt{3} \hbar \omega_{\perp} NU / 3t_h^2 \) for each vortex type, as shown in Figure 6.4. Here, \( N \) is the number of atoms in the system with the other quantities defined in Table 6.1.
CHAPTER 7
THE NONLINEAR DIRAC EQUATION: METASTABLE RELATIVISTIC VORTICES IN A BOSE-EINSTEIN CONDENSATE


Abstract

We present a detailed study of relativistic vortices for bosons within the mean-field nonlinear Dirac framework of a honeycomb optical lattice. The combined quasi-relativistic structure of the Dirac point and s-wave scattering for bosons leads to a large number of combinations of vortex and soliton solutions in the (2+1)-dimensional spinor amplitudes, most of which we obtain in analytical form. We present a detailed derivation of these solutions which include skyrmions, half-quantum vortices, Mermin-Ho and Anderson-Toulouse vortices for vortex winding $\ell = 1$. For $\ell \geq 2$ we obtain topological as well as non-topological vortices in the form of an asymptotic Bessel solution, algebraic closed-form solutions, and using standard numerical shooting methods. We demonstrate the continuous spectral mapping between the vortex and free particle limits for all of these solutions. A full derivation of the relativistic linear stability equations (RLSE) is presented by two independent methods. We prove that the standard Bogoliubov-de Genne equations (BdGE) and nonlinear Schrödinger equation (NLSE) are nonrelativistic limits of the RLSE and nonlinear Dirac equation (NLDE), respectively. The RLSE are necessary to determine the sta-
bility of generic nonuniform relativistic mean-field backgrounds. We solve the RLSE for our localized solutions and find anomalous as well as dynamically unstable modes in the linear spectrum for most solutions. Using parameters for $^{87}\text{Rb}$ for our vortex backgrounds, we find the imaginary parts of the linear eigenvalues to be two to three orders of magnitude smaller than the interaction strength and give vortex lifetimes $\sim 10$ s. To realize the nonlinear Dirac structure in the laboratory, we propose using Bragg scattering to obtain a condensate at the $\mathbf{K}$ and $\mathbf{K}'$ points of the reciprocal lattice, and co-propagating Laguerre-Gaussian and Gaussian laser beams to induce the two-photon Raman transitions in $^{87}\text{Rb}$ needed to create our vortex solutions.

7.1 Introduction

Vortices and solitons appear in physical settings which span a wide range of energy scales and disciplines. Well known examples are solitary waves in water, quantized vortices in $^4\text{He}$, and Bogomol’nyi-Prasad-Sommerfield states in supersymmetric field theories [196]. Vortices are relevant from a technological standpoint in quantum computing for example [197], as well as in more theoretical areas of research such as galactic halos in Bose-Einstein condensate theories of dark matter [198]. In Bose-Einstein condensates (BECs), vortices as stable rotating solutions of the nonlinear Schrödinger equation (NLSE) are ubiquitous [17, 199]. Indeed, the presence of a persistent quantized rotation may be considered a defining property of superfluidity. Although a variety of types of vortices are possible in atomic condensates [44], the Laplacian inherent to the Schrödinger Hamiltonian constrains the number of observable vortex structures in the BEC. For instance, a BEC made up of spin-$F$ bosons gives rise to a $(2F+1)$-component order parameter which nevertheless solves a multicomponent NLSE. An alternative method of constructing a multicomponent BEC is
to add the internal degrees of freedom by placing a condensate in a two-dimensional honeycomb optical lattice. Atoms are condensed into the lowest energy Bloch state then translated to a corner of the Brillouin zone using laser assisted Bragg scattering. At wavelengths large compared to the lattice constant, the microscopic details of the lattice manifest as an additional SL(2, C) spin group symmetry, i.e., a Dirac point structure emerges [52].

Multicomponent solitons in (2 + 1)-dimensions may be classified as topological if they are associated with a topologically conserved quantity, otherwise they are deemed nontopological. Topological solitons may be further labeled by the relevant homotopy group. In the case of a non-trivial first homotopy group, an overall macroscopic phase wraps around the circular boundary consisting of radial lengths much larger than the healing length, while the internal spin degrees of freedom remain topologically unconstrained. These are simply referred to as vortices and are distinguished by a nonvanishing radial profile at infinity. In contrast to these, when the wrapping around the circular boundary includes the internal spin degrees of freedom in a nontrivial way, the second-homotopy group is the relevant group and the order parameter is called a vortex texture or skyrmion [44, 200].

In this article, we study relativistic quantum vortices in the superfluid phase of a Bose gas at the Dirac point of a honeycomb optical lattice. We first provide the experimental steps for creating relativistic vortices. We then focus heavily on explicit vortex solutions of the NLDE. We begin with a preliminary asymptotic solution using Bessel functions, which provides a basic insight into the structure of the NLDE. Algebraic solutions are then obtained by considering the zero-chemical potential case. These are characterized by the condition that the derivative and repulsive interactions cancel exactly. However, for the general case of a non-zero chemical potential, analytical solutions are only possible when one unit of winding is considered; we use a numerical approach to obtain vortices with arbitrarily large winding number. A com-
bination of numerical and analytical techniques yields skyrmion and half-quantum vortices (texture vortices). Having obtained our solutions, we compute their corresponding discrete chemical potential spectra in the presence of a weak harmonic potential. This gives us the low-temperature $\mu$ versus $U$ landscape for relativistic vortices, where $\mu$ and $U$ are the chemical potential and lattice renormalized particle interaction, respectively. For example, for finite chemical potential $\mu$ we find that a series of phase transitions occur as $U$ is tuned from zero upward: we encounter a Mermin-Ho skyrmion transitioning into a half-quantum vortex, followed by the Anderson-Toulouse skyrmion, then finally into a vortex/soliton (a bright soliton at the core of a singly-wound topological vortex). To compute lifetimes of our solutions, we derive a relativistic generalization of Bogoliubov’s equations and solve these for each solution type. Predictably, we find that vortices with low winding are more stable than those with large winding number.

In high energy physics and cosmology, relativistic vortices appear as cosmic superstrings [201–203], in foundational studies in string theory such as mirror symmetry of Calabi-Yau manifolds [204, 205], and in various brane world scenarios [206]. In general, vortices are endemic to gauge theories where spontaneous symmetry breaking occurs. This includes both the Abelian [185, 203] (as with Nielsen-Olesen vortices in the Abelian Higgs model) as well as the non-Abelian case [207] (non-Abelian Yang-Mills for example). Supersymmetric field theories which exhibit weak-strong duality rely fundamentally on the presence of solitons and vortices which provide the natural degrees of freedom in the dual theory [186, 203].

In a previous paper, we derived a BEC version of the nonlinear Dirac equation for the case of weak interparticle interactions [52]. This has attracted attention from diverse fields of research [20, 21, 32, 103, 110, 120, 121, 168, 208–224]. In the present paper, we solve the NLDE by several methods to obtain a large class of vortex and skyrmion solutions. Solutions of the NLDE are effectively long wavelength limit
lattice envelopes, and so can cover a large number of sites. The healing length in our effectively 2D system is typically about 10 times the lattice constant, and we require the healing length to be small compared to the size of the cylindrical container. In typical experiments, the number of lattice sites is on the order of 100 in a linear direction, thus our solutions may be described accurately. These solution types differ by asymptotic conditions on the amplitude for \( r \) much greater than the healing length (far from the core) or \( r \) much less than the healing length (deep inside the core), use of the internal degree of freedom in the spinor structure, and with respect to quantization of rotation: Weyl spinor components always differ by one unit of rotation.

In our work, the question of condensate and vortex stability arises in two ways. First, for bosons, the Dirac point is not bounded below so that a solution of the NLDE is connected to a continuum of lower energy scattering states through which decay may occur. We address this issue by noting that for a uniform condensate at the Dirac point the linear eigenvalues are \textit{real}: positive and negative valued for excitations above and below the Dirac point, respectively. This means that a uniform condensate is \textit{dynamically stable}. Furthermore, the thermodynamic instability implied by the negative eigenvalues can be controlled by reducing the number of thermal excitations in the system. This is accomplished by taking the system to be at very low temperatures \((T \ll \mu)\), reducing the number of collisions between condensate and thermal atoms. This eliminates the dominant mechanism for dissipation and justifies a metastable interpretation of the condensate [225].

Second, relativistic vortices are excited states of the (Dirac point) condensate, and we expect to encounter stability issues beyond those which arise in the uniform case. In particular, we find an “internal dissipation” which occurs as a transfer of energy between the two components of a Weyl spinor. For ordinary spinor BECs, a similar coupling occurs through the interaction terms in the Hamiltonian, whereas for relativistic vortices, the interaction only couples spinor components to themselves,
while intercomponent coupling occurs through the kinetic term. Our linear stability analysis reveals anomalous frequencies with small imaginary parts for several vortex solutions. For these solutions, one spinor component always lags behind the other by one unit of rotation, and it is the anomalous modes which reduce the rotation of one component, while increasing rotation of the other. Strictly speaking, these complex eigenvalues preclude metastability except in an approximate sense. Nevertheless, calculation of lifetimes based on complex frequencies gives values that are long compared to the life of the condensate.

Our results are organized as follows. In Sec. 7.2 we map out a detailed prescription for constructing a condensate at opposite Dirac points and creating our vortices in the laboratory. We also include a thorough analysis of the physical parameters and constraints used throughout our work. In Sec. 7.3 we solve the NLDE presenting closed form and numerical solutions with density and phase plots depicting each solution type. In Sec. 7.3.2 we solve the NLDE numerically for radial excited states in a harmonic trapping potential and obtain the discrete spectra for all of our solutions. In Sec. 7.5 we motivate and provide a full derivation of the RLSE by two methods. In Sec. 7.6 we solve the RLSE and obtain lifetimes for all of our vortex solutions. In Sec. 7.7 we summarize our results.

7.2 Experimental Realization of the NLDE

In the laboratory, the NLDE is realizable within a region of parameter space precisely delineated by constraints on particle density, energies, length scales, etc. We will discuss these parameters in this section. It is natural to relate our parameters to those in other areas of research, such as nonlinear optics, in which Dirac dynamics plays an important role. Creating vortex solutions of the NLDE requires several steps which are not standard to the usual methods for ordinary BEC vortices. For example, transferring a condensate from the lowest Bloch mode to the state at the Dirac point with zero group velocity and amplitude exclusively in one sublattice requires a lattice
Figure 7.1: (color online) The honeycomb optical lattice. (a) A honeycomb lattice potential can be produced by three co-planar laser beams detuned to the red (blue) of an atomic resonance with polarizations in the plane (orthogonal to the plane). (b) The honeycomb lattice can be described by a hexagonal Bravais lattice with a two-point basis yielding the A and B sublattices. (c) The reciprocal lattice is shown. The single-particle dispersion is linear in the vicinity of two non-equivalent Dirac points at crystal momentum $K$ and $K'$. potential that is sensitive to the internal hyperfine structure of the atoms. Using this feature, combined with the ability to manipulate the internal atomic state (e.g. using microwave/radio-frequency fields), one is able to scatter atoms into the proper Bloch state at the edge of the sublattice Brillouin zone. Here, there are two degenerate states with positive and negative group velocities, where positive energy excitations are “holes” and “particles”, respectively. Thus, we end up with a condensate in a mixed final state which does not propagate in the laboratory frame. For the final step of exciting our vortices, we “stir” the condensate using a laser which delivers a net angular momentum (with respect to a point which becomes the core of the vortex)
to one or both spinor components.

### 7.2.1 Renormalized Parameters and Physical Constraints

To obtain the correct renormalized parameters for the NLDE we proceed by two steps. First, we follow the transformation of the 3D NLSE parameters as we reduce to the 2D NLSE. Second, we take the long-wavelength limit of the 2D theory at the Dirac point to get the NLDE, which induces a second renormalization of the parameters.

### 7.2.2 Transition from 3D to 2D NLSE

A BEC comprised of $N$ atoms of mass $M$ is described by a wavefunction $\psi(r,t)$ which solves the time-dependent nonlinear Schrödinger equation. The single-particle density is defined as $|\psi(r,t)|^2$ and the BEC density is defined as $\rho(r,t)^2 \equiv N|\psi(r,t)|^2$, and the phase is $\phi \equiv \arg[\psi(r,t)]$, with the superfluid velocity given by $v_s \equiv \nabla \phi$. The two-particle interaction strength is $g = 4\pi\hbar^2a_s/M$ and the healing length is $\xi = 1/\sqrt{8\pi\bar{n}a_s}$, where $a_s$ is the $s$-wave scattering length for binary collisions between atoms. We take $a_s > 0$ so that $g > 0$, i.e., we consider only repulsive interactions, leaving attractive interactions for future studies. Throughout our work, we treat the case of an axisymmetric system associated with a harmonic trapping potential with two large dimensions described by a radius $R = \sqrt{x^2 + y^2}$, and a small dimension transverse to the plane described by the length $L_z$. The average density which appears in $\xi$ is then defined as $\bar{n} \equiv N/(\pi R^2 L_z)$. Note that $\psi(r,t)$ has dimensions of length$^{-3/2}$ so that $g$ has dimensions of energy$\times$length$^3$. Another important quantity is the speed of sound in the condensate, which is defined as $c_s = \sqrt{g\bar{n}/M}$.

Transforming to the 2D regime requires that $a_s \ll L_z \lesssim \xi$ [73, 226], which ensures that the condensate remains in the ground state in the transverse direction, and $L_z \ll R$, which ensure that excitations along the plane have much lower energy than those in the transverse direction. The wavefunction can then be separated into longitudinal and transverse modes, following similar arguments as in Ref. [68],
It may be convenient to express effectively 2D wave equation. In the case where 
is the chemical potential.

\[ \psi(r, t) = (AL_z)^{-1/2}f(x, y)h(z)e^{-i\mu t/h}, \quad (7.1) \]

where \( f(x, y) \) and \( h(z) \) are the dimensionless spatial functions that describe the longitudinal and transverse normal modes, respectively, and \( \mu \) is the chemical potential.

Projecting onto the ground state of the transverse dimension \( h_{gs}(z) \), gives us an effectively 2D wave equation. In the case where \( L_z \sim \xi \), \( h_{gs}(z) \) is just the ground state of the one-dimensional particle-in-a-box solution [68], we then have: \( h_{gs}(z) = \sqrt{2}\sin(\pi z/L_z) \). This reduces the 3D nonlinear Schrödinger equation to the 2D form.

It may be convenient to express \( L_z \) and \( R \) in terms of the trap frequencies \( \omega_x, \omega_y \), and

---

Table 7.1: Physical Parameters for the NLDE typical for a BEC of \(^{87}\text{Rb} \) atoms. The renormalized parameters are expressed in terms of fundamental quantities. The range of possible values account for the physical constraints discussed in the main text.
\( \omega_z \), in which case we may write: \( L_z = (\hbar/M\omega_z)^{1/2} \), \( R = \sqrt{\hbar M^{-1}(1/\omega_x + 1/\omega_y)} \). The transformation is then completed by defining the renormalized 2D chemical potential and interaction as

\[
\mu_{2D} \equiv \mu + \frac{\hbar^2 \pi^2}{2ML_z^2}, \quad g_{2D} \equiv \frac{3}{2} \frac{g}{L_z}.
\]  

(7.2)

The 2D renormalized average density can be related to the 3D average density using the transverse oscillator length or frequency:

\[
\bar{n}_{2D} \equiv \frac{N}{A} = L_z \bar{n} = \left( \frac{\hbar}{M\omega_z} \right)^{1/2} \bar{n}.
\]  

(7.3)

Using this definition and the 2D single-particle wavefunction, \( \psi(x, y) = A^{-1/2} f(x, y) \), we can write the 2D condensate density as \( \rho_{2D}(x, y) = N |\psi(x, y)|^2 \). The 2D renormalized healing length can also be constructed which we find acquires only an extra numerical factor,

\[
\xi_{2D} \equiv \left( \frac{2}{3} \right)^{1/2} \frac{1}{\sqrt{8\pi \bar{n}a_s}} = \left( \frac{2}{3} \right)^{1/2} \xi.
\]  

(7.4)

Similarly, we find the 2D speed of sound to be:

\[
c_{s,2D} = \sqrt{g_{2D} \bar{n}_{2D}/\bar{M}} = (3/2)^{1/2} c_s.
\]

It is important to keep track of the effect of the reduced dimensionality on the dimensions of the constants: \( \psi(x, y) \) now has dimensions of length\(^{-1} \), \( g_{2D} \) has dimensions energy\( \times \)length\(^2 \), and \( \bar{n}_{2D} \) has dimensions length\(^{-2} \).

7.2.3 Derivation of NLDE from 2D NLSE.

The derivation of the nonlinear Dirac equation begins with the second quantized Hamiltonian for a 2D system with the bosonic field operators \( \hat{\psi} \equiv \hat{\psi}(\vec{r}, t) = \psi(x, y, t) \) obeying bosonic commutation relations in the Heisenberg picture. We then expand in terms of Bloch states belonging to A or B sites of the honeycomb lattice which breaks up the bosonic field operator into a sum over the two sublattices. The spatial
dependence in this expansion is encapsulated in the exponential Bloch wave and the Wannier functions \( w(x, y) \) which are then integrated out leaving only number-operator terms in the form of a Dirac-Hubbard Hamiltonian. Finally, the operator terms are reduced to c-numbers by averaging over on-site coherent states and the long-wavelength limit is taken. We again recover a continuum theory but with a Weyl spinor wavefunction \( \Psi = (\psi_A, \psi_B) \).

### 7.2.3.1 Normalization Condition.

The key point in discerning the correct normalization (and thus other related quantities) is the contraction of the many-body bosonic operators between localized coherent states. The parameter \( |c_{i,j}|^2 \) which labels the coherent state at site \((i, j)\), emerges as the number of atoms at each site, so that \( c_{i,j} \) itself becomes the continuous amplitude \( \psi_A(r, t) \) and \( \psi_B(r, t) \) in the long-wavelength limit. Note that the complex moduli of these amplitudes are pure dimensionless particle numbers, not densities, since they result from taking the spatial integral over the lattice. With the area per lattice site given by \( A_l = \sqrt{3}a^2/4 \), the local time-dependent sublattice densities can be reconstructed as: \( \rho_{A(B)}(r, t) = |\psi_{A(B)}(r, t)|^2/A_l \). Then, the dimensionally correct sublattice mean-field wavefunctions must be given by \( \psi_{A(B)}(r, t)/\sqrt{A_l} = (16/3a^4)^{1/4} \psi_{A(B)}(r, t) \), where \( a \) is the usual lattice spacing. The correct normalization procedure can now be deduced by writing down the total number of particles in the system

\[
N = (16/3a^4)^{1/2} \int_0^{2\pi} d\phi \int r dr (|\psi_A(r, \phi; t)|^2 + |\psi_B(r, \phi; t)|^2),
\]

\( (7.5) \)

where the upper limit of the radial integral is taken large enough so that the integrand is negligible. The total number of atoms of the system, \( N \), appears on the right-hand-side.
7.2.3.2 Renormalized Atomic Interaction.

The 3D to 2D reduction and continuum regime result in an effective atomic interaction $U$, a renormalized version of the usual interaction $g$. We arrive at the explicit form for $U$ by first approximating the lowest band on-site Wannier functions by the ground state of the harmonic oscillator potential. Integrating over the area of one site, we obtain a new local interaction strength:

\[
U \equiv g_{2D} \left( \frac{\sqrt{3}a^2}{4} \right)^2 \bar{n}_{2D}^2 \int dx dy |w_i(x, y)|^4
\]

\[
= g_{2D} \left( \frac{\sqrt{3}a^2}{4} \right)^2 \bar{n}_{2D}^2 \left( \frac{1}{2\pi\ell^2} \right),
\]

where $\ell$ is the oscillator length of a lattice potential well. It is often more practical to express the area of one site in terms of the lattice constant: $\pi\ell^2 = \sqrt{3}a^2/4$, and all other parameters in terms of the corresponding 3D parameters. The interaction then takes the form

\[
U = L_z g \bar{n}^2 \frac{3\sqrt{3}a^2}{8}.
\]

Note, that $U$ has dimensions of energy.

7.2.3.3 Natural Parameters of the NLDE

We can now identify the main parameters which appear in the NLDE. The dimensionful coefficient which multiplies the Dirac kinetic term is the effective speed of light $c_l \approx 0.272$ cm/s (compare to the analogous coefficient for relativistic electrons: $c \approx 3.00 \times 10^8$ m/s). In terms of fundamental constants, we find $c_l \equiv t_h a \sqrt{3}/2\hbar$, where $a$ is the lattice constant and $t_h$ is the hopping energy. The natural length scale of the NLDE is the healing length: $\xi_{\text{Dirac}} \equiv \hbar c_l/U = t_h a \sqrt{3}/2U$, which characterizes the distance over which a disturbance of the condensate will return to its uniform value.
We see that $\xi_{\text{Dirac}}$ has the correct dimension of length. To simplify the notation, for the remainder of our paper we will omit the 2D subscript on all parameters and assume that these pertain to the 2D NLDE. Finally, the quantity $U$ which appears in the NLDE determines the strength of the nonlinearity. We have provided a full list of relevant parameters associated with the NLDE in Table 7.1.

### 7.2.4 Physical Constraints

The realization of the NLDE in a condensate of $^{87}\text{Rb}$ atoms requires that several constraints are satisfied which we now list and discuss:

1. *Landau Criterion.* In order to avoid the instabilities associated with propagation faster than the sound speed in the condensate, we require that the effective speed of light is less than the 2D renormalized speed of sound.

2. *Long-wavelength Limit.* The NLDE describes propagation of the long-wavelength Bloch envelope of a BEC near the Dirac point. Thus, a necessary condition for realizing the NLDE in the laboratory is that the healing length (defined in the effective Dirac theory) must be much larger than the lattice constant.

3. *Relative Lengths for 2D Theory.* In order to obtain an effectively 2D system, the vertical oscillator length must be much smaller than the trap size along the direction of the plane of the condensate.

4. *Relative Energies for 2D Theory.* Analogous to the previous restriction, this condition relates to the 2D structure but pertains to the energies of the system. The key point is that we must avoid excitations vertical to the plane of the condensate while enabling them along the plane: the chemical potential and temperature must be less than the lowest transverse excitation energy.

5. *Weakly Interacting Regime.* The NLDE and RLSE are derived for a weakly interacting Bose gas. This ensures both the stability of the condensate as well
as the effective nonlinear Dirac mean field description. We then require the interaction energy to be significantly less than the total energy of the system.

6. **Dirac Cone Approximation.** For a condensate in the regime where the NLDE description is valid, we require that the linear approximation to the exact dispersion remain valid. As in the case of graphene, large deviations from the Dirac point induce second order curvature corrections to the dispersion. Thus, we must quantify the parameter restrictions which allow for a quasi-relativistic interpretation.

7. **Lowest Band Approximation.** We derive the NLDE and RLSE assuming that the lowest band is the main contribution to the dispersion.

Having stated each constraint, we can now address each one in detail and explore the conditions under which each is satisfied. In the following, we consider a BEC comprised of $^{87}$Rb atoms where all numbers used are listed in Table 7.1 and are experimentally realistic [227]. Stated mathematically, the Landau criterion requires that $c_l/c_{s,2D} < 1$. Using the definitions for the effective speed of light and the sound speed found in the first part of this section, we compute $c_l/c_{s,2D} = 0.904$, which satisfies the inequality. The long-wavelength limit is defined by $\xi_{\text{Dirac}}/a \gg 1$, for which we find: $\xi_{\text{Dirac}}/a = 9.48$. Next, for an effectively 2D system, the required length constraint implies the condition $L_z \ll R$. Taking $R \approx 100a$ (a typical condensate size), and using a realistic value for the vertical oscillator length (Table 7.1), we obtain $L_z = 5.45a$, which satisfies the constraint. Moreover, we require a healing length close to or less than the transverse oscillator length. With $\xi = 2.14\mu$m and $L_z = 3.00\mu$m, we find that this condition holds. The energy constraints may be stated as: $\mu, k_B T \ll \hbar \omega_z$. We can solve the NLDE for the lowest excitation to obtain an expression for the chemical potential [184]: $\mu = \hbar c_l k + U|\Psi|^2$. Next, we evaluate this expression using the lowest excitation in a planar condensate of radius $R \approx 100a$. 
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which has wavenumber \( k \approx \pi/2R = 5.57 \times 10^4 \text{ m}^{-1} \). The interaction \( U \) is computed using Eq. (7.7) for the binary interaction \( g \) and mass \( M \) pertaining to a condensate of \( ^{87}\text{Rb} \) atoms. Finally, for a uniform condensate, we take \( |\Psi|^2 \approx 1 \), and the constraint on the chemical potential becomes: \( 0.45 \text{nK} < 0.63 \text{nK} \), which is satisfied. For the temperature, we require: \( T \ll h\omega_z/k_B \). Using the data in Table 7.1 for the vertical oscillator frequency, we obtain the upper bound for the temperature: \( T \ll 48.2 \text{nK} \). This is a reasonable requirement given that BEC occurs for \( T \) in tens or hundreds of nanoKelvins or as low as picoKelvins. Next, we check that we are in the weakly interacting regime, i.e., that \( U/\mu \ll 1 \). We use the value for the chemical potential \( \mu \), which we have just computed, and compare this to the interaction energy \( U \), we find: \( U/\mu = 0.62 \). An essential feature of NLDE is that characteristic fluctuations are close enough to the Dirac point so that the linear Dirac cone approximation remains valid. To quantify this, we expand the exact dispersion near the Dirac point to obtain:

\[
\mu(k) = U \pm t_h \left(a\sqrt{3}k/2 + a^2k^2/8 - a^3\sqrt{3}k^3/48 + ...\right),
\]

where \( k \) is the small momentum parameter which measures the deviation away from the Dirac point. Notice that the first term gives the linear dispersion of the Dirac equation while higher order corrections describe the bending of the band structure as we move away from the Dirac point. The second order term tells us that the NLDE description is valid as long as \( ak/\sqrt{8} \ll 1 \), which determines a lower bound on the wavelength for fluctuations of the condensate away from the Dirac point: \( \lambda_{\text{min}} \gg (2\pi/\sqrt{8})a \). The requirement of maintaining the linear dispersion then places an additional constraint on the chemical potential, namely that: \( |\mu| \ll U + 6t_h \approx 26.25 \text{nK} \). Using the value for the chemical potential found earlier, we see that \( \mu = 0.45 \text{nK} \ll 26.25 \text{nK} \). Finally, since we are treating the case of weak short range interactions at very low temperatures, the lowest band approximation is sufficient to describe the physics of the NLDE.
7.2.5 Lattice Construction

The honeycomb optical lattice potential is straightforward to implement experimentally [187, 188]. The lattice is formed from three linearly polarized laser beams with co-planar wavevectors separated by an angle of 120° (see Figure 7.1). For a honeycomb lattice formed with blue-detuned light, all three beams have parallel polarizations orthogonal to the plane of propagation. Conversely, the red-detuned lattice has all three laser fields polarized parallel to the plane of propagation. In the latter case, the polarizations make an angle of 120° with respect to one another and the polarization of the net field is spatially dependent. Due to this polarization gradient, the red-detuned optical lattice potential is spin-dependent as described below.

Optical fields produce an ac Stark shift according to

\[ V = -\frac{1}{2} E_i^{(+)} E_i^{(-)} \alpha_{ij} \]

where \( E^{(±)} \) denote the positive/negative frequency components of the optical field and \( \alpha_{ij} \) is the dynamic polarizability tensor (which is dependent on the optical frequency). For alkali atoms, the potential can be written as the sum of scalar and vector components

\[ V = -\frac{1}{2} \alpha_{sc} E^{(-)} \cdot E^{(+)} - \frac{1}{2} \alpha_{vec} \frac{1}{2} (E^{(-)} \times E^{(+)}) \cdot F \]

where \( F \) is the total angular momentum operator [228]. Here we assume that the detuning of the laser beams from resonance is large in comparison to the hyperfine splitting in the excited state manifolds and neglect a third (tensor) contribution that only becomes significant near resonance. While the scalar light shift is independent of the atom’s spin, the vector light shift produces a spin-dependent potential that acts as a spatially dependent effective magnetic field, i.e.,

\[ V(r) = V_{sc}(r) + m_F g_F \mu_B B_{\text{eff}}(r) \]

Assuming that each of the beams shown in Figure 7.1 have equal amplitudes \( E_0 \), the potential they produce is given by

\[
V(r) = -2 V_{sc} \left\{ 3 + 2 \hat{n}_1 \cdot \hat{n}_2 \cos[(k_1 - k_2) \cdot r] + 2 \hat{n}_2 \cdot \hat{n}_3 \cos[(k_2 - k_3) \cdot r] + 2 \hat{n}_1 \cdot \hat{n}_3 \cos[(k_1 - k_3) \cdot r] - 4 V_{vec} \left\{ \hat{n}_1 \times \hat{n}_2 \sin[(k_1 - k_2) \cdot r] + \hat{n}_1 \times \hat{n}_3 \sin[(k_1 - k_3) \cdot r] + \hat{n}_2 \times \hat{n}_3 \sin[(k_2 - k_3) \cdot r] \right\} \cdot F \right\}.
\]
where \( \hat{n}_i \) are unit vectors denoting the polarization of each beam, \( V_{sc} = \alpha \text{sc} E_0^2 / 8 \), and \( V_{vec} = \alpha \text{vec} E_0^2 / 8 \). In Eq. 7.8 we have neglected to include relative phase differences between the beams which only act to translate the lattice in two-dimensions without changing its topology \(^7\). The detuning from resonance controls the strength of the vector light shift relative to that of the scalar light as described in Ref. [188]

The honeycomb lattice produced by the scalar light-shift is described by a hexagonal Bravais lattice with a two-point basis as shown in Figure 7.1(b). In a red-detuned spin-dependent lattice, the depths of the A and B sublattices can be asymmetric, e.g., \( |F, m_F\rangle = |2, 1\rangle \) or \( |1, 1\rangle \), or symmetric, e.g., \( |F, m_F\rangle = |1, 0\rangle \), depending on the internal state of the atom. An A/B sublattice asymmetry produces a mass gap at the Dirac points.

### 7.2.6 Preparing a BEC at a Dirac Point

Study of the NLDE will require that the BEC be prepared at a Dirac point, i.e., \( K \) or \( K' \) in Figure 7.1(c). Several experimental methods can potentially accomplish this: first, loading a BEC into the lowest-energy Bloch state and subsequently applying a constant acceleration for a fixed duration; second, loading an initially stationary BEC directly into a Bloch state at a Dirac point \( K \) by adiabatically applying a moving lattice potential which maintains a constant velocity \( \hbar K / M \); and third, loading a BEC into the lowest-energy Bloch state and subsequently populating a Dirac point by Bragg scattering using auxiliary fields. The first two methods have potential deficiencies. With regard to the first method, a dynamical instability may exist for intermediate values of the crystal momenta as it linearly increases from 0 to \( K \) \([229]\). For the second method, the timescale required for adiabaticity is divergent since there is no gap for crystal momenta along the Brillouin zone boundary in the absence of a lattice potential. Hence, we consider here the method of populating a Dirac point

\(^7\)If the relative phases between the beams vary slowly, the atoms will adiabatically follow the optical lattice potential.
by inducing Bragg scattering between crystal momenta $0$ and $K$ using auxiliary laser fields.

It is straightforward to populate the lowest-energy Bloch state of a honeycomb lattice by adiabatically increasing the lattice depth as demonstrated in Ref. [188] where both the BEC and the lattice are stationary in the lab frame. Here we will assume that the BEC is in a hyperfine state with $m_F \neq 0$ and a spin-dependent potential is used. This is so that only the sublattice with the lowest energy, assumed here to be the A sublattice, becomes occupied [188]. Starting from this initial condition, we can transfer atoms to the Dirac point by Bragg scattering to the associated Bloch state using two laser fields with wavevectors $k_{b1}$ and $k_{b2}$. These obey the condition $k_{b1} - k_{b2} = K$ such that $\omega_{b1}$ and $\omega_{b2}$. Also, we have that $\omega_{b1} - \omega_{b2} = \Delta \omega = [E_A(K) - E_A(0)]/\hbar$. Here, the function $E_A$ gives the dispersion relation for the lower (A) band of a honeycomb lattice with A/B sublattice asymmetry. These fields produce a Stark shift potential:

$$V_{\text{Bragg}}(r) = \frac{1}{2} V_B \left[ \cos(K \cdot r - \Delta \omega t) + 1 \right],$$

(7.9)

where $V_B$ sets the strength of the potential. This potential couples the Bloch wavefunctions $\psi_{A,K}(r) = e^{iK \cdot r} u_{A,K}(r)$ and $\psi_{A,0}(r) = u_{A,0}(r)$ where $u_{A,K}(r)$ and $u_{A,0}(r)$ have the same periodicity as the lattice. Thus, both functions can be written in the form

$$u_{A,K}(r) = \sum_Q C_Q^{A,K} e^{iQ \cdot r},$$

(7.10)

where the sum over $Q$ includes all vectors in the reciprocal lattice space. The coefficients $C_Q^{A,K}$ can be calculated for a honeycomb lattice of arbitrary scalar and vector potential depths, $V_{sc}$ and $V_{vec}$ respectively, by numerically computing the band structure for the potential given in Eq. 7.8 [77]. Application of the Bragg scattering
potential then results in Rabi oscillation between \( \psi_{A,0} \) and \( \psi_{A,K} \) with a Rabi frequency \( \Omega_B \) given by

\[
\Omega_B = \frac{V_B}{2\hbar} \sum_Q (C_{Q}^{A,K})^* C_{Q}^{A,0}.
\] (7.11)

A particularly useful feature of using a honeycomb lattice potential with A/B sublattice asymmetry for preparation is that both the initial and final Bloch states (\( \psi_{A,0} \) and \( \psi_{A,K} \)) have a group velocity relative to the lattice equal to zero. This is because we are transferring atoms to a superposition of the two degenerate states at the Dirac point: one with velocity \( c_l \) and the other with velocity \(-c_l\). The former state is continuously connected to “particle” excitations, when the crystal momentum is increased, while the latter is continuously connected to “holes”. If the lattice is stationary with respect to the lab frame, the condensate will then also be stationary both before and after transfer to the Dirac point. This is experimentally convenient since the condensate does not move out of the field of view and can remain confined in an external trapping potential at all times. Note that the condensate would not remain stationary if it were transferred to the Dirac point by Bragg scattering in a lattice with A/B sublattice symmetry, i.e., no mass gap. In this case, the lower and upper \( s \)-bands are degenerate at the Dirac point and the eigenstates can be chosen from a two-dimensional subspace of degenerate states spanned by two Bloch wavefunctions. Application of the \( V_{Bragg} \) potential breaks this degeneracy and excites the eigenstate which moves in the same direction as that of the walking standing wave potential \( V_{Bragg} \) with a group velocity having a magnitude of \( c_l \) in the frame of the lattice. The orthogonal eigenstate has a group velocity with the same magnitude but in the opposite direction and is not coupled by \( V_{Bragg} \) to the Bloch state with zero crystal momentum.

Once the condensate has been prepared at a Dirac point in a lattice with A/B sublattice asymmetry by Bragg scattering, the atoms can be transferred to a hy-
perfine state that does not experience the vector light shift and therefore no mass gap, e.g., $|F, m_F\rangle = |1, 1\rangle \rightarrow |1, 0\rangle$, using a radio-frequency (rf) or microwave (mw) field. For a spatially homogeneous rf/mw field, the transition matrix element is proportional to the spatial overlap of the initial and final spatial wavefunctions which are not orthogonal since they experience different lattice potentials. A spatially homogeneous rf/mw field cannot change the crystal momentum which is therefore conserved in the transition. In the absence of a vector light shift, the A and B sublattices are symmetric and there is no mass gap, yielding two degenerate Bloch states at the Dirac point $\mathbf{K}$. Two orthogonal basis states that span the degenerate subspace of eigenstates can be chosen to be states which have probability current density $j \equiv -i\hbar/2M (\Psi^* \nabla \Psi - \Psi \nabla \Psi^*) = 0$ but are respectively localized on either the A or B sublattice sites. A state prepared at the Dirac point of a lattice with a mass gap will have significant spatial overlap with one of these basis states and vanishing overlap with the orthogonal state. For example, for parameters identical to those realized in [188], i.e., $V_{sc} = 4E_R$ and $V_{vec}/V_{sc} = 0.065$. The magnitude of the inner product between the initial and final states for wavefunctions localized on the same sublattice is $|\langle A, \mathbf{K}, m_F = 1\rangle A, \mathbf{K}, m_F = 0\rangle| = 0.995$ whereas $|\langle A, \mathbf{K}, m_F = 1\rangle B, \mathbf{K}, m_F = 0\rangle| = 0$. Thus, by driving a transition between internal states with a rf/mw field, a condensate which remains stationary can be prepared at the Dirac point of a honeycomb lattice with no mass gap. The state produced will only have amplitude in sites of the A sublattice. In the next section we discuss how the condensate can be coherently transferred between A and B sublattices by modulating the lattice potential.

7.2.7 Coherent Transfer Between Sublattices

In relativistic quantum field theories, the vacuum state defines the lowest energy configuration of the system. If massless particles appear in the spectrum, then excitations of the vacuum may occur for arbitrarily small energetic disturbances. However,
for general interacting theories, particles may acquire a finite mass through radiative corrections. In this case, we say that the interaction opens a mass gap in the spectrum. The analogous concept for condensed matter systems is the presence of an energy or band gap separating the highest filled single-particle states of the many-body ground state from the lowest excitations of the system. In particular, for general two-dimensional hexagonal lattices, a large number of possible gap-opening mechanisms exist. For example, for electrons in graphene-like systems there are 36 possible mass gaps which preserve particle-hole symmetry [155]. For bosons in a honeycomb optical lattice, one way to open a mass gap is to introduce anisotropic tunneling between lattice sites. The ground state will then consist of alternating occupied and unoccupied regions determined by the spatial modulation of the tunneling factors [16]; long-wavelength fluctuations will then be characterized by a finite excitation energy.

As previously discussed, we consider a system with A/B sublattice asymmetry which has a mass gap $2|m_s|$ separating the $s$-bands of the A and B sublattices at the Dirac point. Note that in the fully covariant NLDE, the mass gap will appear as a factor of $mc_l$ multiplying the spinor wavefunction, where $c_l$ is the effective speed of light. Transitions between Bloch states $\psi_{A,K}$ and $\psi_{B,K}$ can be driven by applying a periodic perturbation $H_m(\mathbf{r}) \cos \omega_s t$ where $\hbar \omega_s = 2 |m_s|$, and $H_m(\mathbf{r})$ is chosen to exclusively couple pairs of Wannier states $w_A$ and $w_B$ localized on adjacent A and B sites of a given unit cell, e.g., $\langle w_A(\mathbf{r} - \mathbf{r}_A) | H_m | w_B(\mathbf{r} - \mathbf{r}_A' - \delta_1) \rangle = \hbar \Omega_m \delta_{\mathbf{r}_A' \mathbf{r}_A} \delta_1$ where $\delta_1$ is the displacement between an A site and one of its three neighboring B sites. A perturbation which only couples pairs of Wannier states separated by one of the nearest neighbor displacement vectors, e.g., $\delta_1$, conserves the crystal momentum so that $\langle \psi_{A,K+\mathbf{q}} | H_m | \psi_{B,K+\mathbf{q}'} \rangle = e^{i(K+\mathbf{q}) \cdot \delta_1} \Omega_m \delta_{\mathbf{q},\mathbf{q}'}$.

A suitable perturbation $H_m$ can be experimentally realized by modulating the amplitude of one of the lattice laser fields, which provides an anisotropic modulation of the tunneling matrix elements that discriminates tunneling in one direction, while
simultaneously frequency modulating the other two fields, which periodically shakes
the lattice along the same direction. Amplitude modulation of the field \( E_1 \) and
frequency modulation of \( E_2 \) and \( E_3 \) in Figure 7.1, for example, yields a periodic
perturbation with a spatial dependence given by

\[
H_m(r) = V_m \left[ \cos(k_1 - k_2) \cdot r + \cos(k_1 - k_3) \cdot r \right.
+ \sqrt{3} \frac{V_{\text{vec}}}{V_{\text{sc}}} m_F \left\{ \sin(k_1 - k_2) \cdot r + \sin(k_1 - k_3) \cdot r \right\} - \kappa \hat{\delta}_1 \cdot r \right],
\]

where \( \kappa \) depends on the relative amplitudes of the perturbations. The last term in
the square brackets describes shaking of the lattice along the \( \delta_1 \) direction while the
other terms act to anisotropically modulate the tunneling matrix elements between
nearest neighbors with tunneling in the \( \delta_1 \) direction distinguished from the other two.

The perturbations resulting from amplitude and frequency modulation both anisotrop-
ically couple a Wannier state \( w_A \) to Wannier states \( w_B \) localized on the three neigh-
boring sites, but discriminate tunneling in the \( \delta_1 \) direction with different relative
strengths. By adjusting the relative amplitude and phase of the two perturbations,
nearest neighbors in the \( \delta_1 \) direction can be strongly coupled with negligible coupling
to neighboring sites in the other two directions. For the experimental conditions re-
alized in Ref. [188], i.e., \( V_{\text{sc}} = 3.7 E_R \) and \( \alpha = V_{\text{vec}}/V_{\text{sc}} = 0.065 \) for \( |m_F| = 1 \) states of
\(^{87}\text{Rb} \) atoms with \( \lambda_L = 830 \text{ nm} \), numerical solution [77] of Eq. (7.8) indicates that the
matrix elements \( \langle w_A(r - r_A)|H_m|w_B(r - r'_A - \delta_1)\rangle \simeq 0.07 V_m \delta_{r_A,r'_A} \) are achieved for
\( \kappa \approx 0.97 k_L \). The mass gap \( 2 |m_s| = \hbar (2\pi) \times 9.4 \text{ kHz} \) in this case. For \( V_m = 0.325 E_R \),
the Rabi frequency \( \Omega_m = (2\pi) \times 75 \text{ Hz} \) and complete sublattice transfer is attained
by applying the perturbation for a time \( \Omega_m/\pi = 7 \text{ ms} \) which has sufficient spectral
resolution to resolve transitions to other bands.

To coherently transfer a condensate between sublattices when the condensate is
initially in an internal state with \( m_F = 0 \), which does not experience an A/B sublattice
asymmetry, an rf/mw transition can be applied to couple to an intermediate internal
state with $m_F \neq 0$ that does experience an A/B sublattice asymmetry. Modulation of the lattice potential with the perturbation $H_m(r) \cos \omega_m t$ can then be applied to drive transitions between the A and B sublattices as described above provided that $\hbar \omega_m$ equals the mass gap for the condensate with $m_F \neq 0$. The atoms can be subsequently transferred back to the original internal state via an ensuing rf/mw transition.

If the rf/mw and lattice modulation frequencies are detuned from resonance with the intermediate states, this sequence of transitions behaves as a direct transition between Bloch states $|i\rangle = |\psi_{A,K}\rangle$ and $|f\rangle = |\psi_{B,K}\rangle$ with an effective Rabi frequency $\Omega_{AB}$ given by

$$\Omega_{AB} = \frac{\Omega_{mw1} \Omega_m \Omega_{mw2}}{\Delta_{mw1} \Delta_{mw2}}.$$ (7.13)

The parameters $\Delta_{mw1}$ and $\Delta_{mw2}$ control the detunings from the intermediate states. The parameters $\Omega_{mw1}$, $\Omega_m$, and $\Omega_{mw2}$ are the Rabi frequencies associated with the transitions out of the initial $m_F = 0$ state, from the A sublattice to the B sublattice, and finally back to the initial $m_F = 0$ state, respectively.

### 7.2.8 Creation of Vortices

In this section, we discuss how relativistic vortex solutions of the NLDE can be excited by modifying the technique for coherent sublattice transfer described in the previous section. The two-photon Raman transition drives Rabi oscillations between two hyperfine states in the electronic ground state of an atom by coupling through intermediate states which are optically excited electronic states. The transition matrix element between hyperfine states is proportional to the product of the two field amplitudes which drive the two-photon transition. To excite a vortex, the two optical fields are provided by co-propagating Gaussian and Laguerre-Gaussian laser beams which have a frequency difference corresponding to the energy splitting between the initial and final states but are both far-detuned from the intermediate states to reduce
spontaneous emission. The Laguerre-Gaussian beam carries a single unit of orbital angular momentum which is transferred to the atoms in the stimulated Raman transition [191]. The electric field amplitude of a Laguerre-Gaussian laser beam with radial mode index $p = 0$ and charge index $\ell = 1$ is proportional to

$$E^{p=0,\ell=1}_{\text{LG}}(r, \theta) \propto r \exp \left( -\frac{r^2}{w_0^2} \right) \exp(i\theta), \quad (7.14)$$

where $r$ and $\theta$ are respectively the radial and azimuthal coordinates relative to the optical axis and $w_0$ is the beam waist. The field of the Gaussian laser beam $E_G(r, \theta) \propto \exp \left( -\frac{r^2}{w_0^2} \right)$. Thus, the effective Rabi frequency for the two photon transition $\Omega_2 \gamma \propto \langle f | E_G(r) E^{p=0,\ell=1}_{\text{LG}}(r) | I_2 \rangle$ where $|I_2\rangle$ and $|f\rangle$ are respectively the intermediate and final state spatial wavefunctions of the condensate. Due to the azimuthal phase winding $\exp(i\theta)$ of the LG field $E^{p=0,\ell=1}_{\text{LG}}$, the Raman fields provide the appropriate spatial dependence to drive a transition to a final state $|f\rangle$ which has a single unit of angular momentum starting from the intermediate state $|I_2\rangle$ with no orbital angular momentum.

Starting from a condensate at the Dirac point $K$ with amplitude only in the A sublattice sites, i.e., the Bloch state $\psi_{A,K}$, the procedure described above would couple to a vortex/soliton solution of the NLDE which has a vortex in the B sublattice and a soliton, with no angular momentum, in the A sublattice. This solution of the NLDE in the continuum limit can be written as a Weyl spinor of the form $\Psi_f = (\psi_A, \psi_B) = (i f_A(r), f_B(r)e^{i\theta})$ (see Sect. 7.3 below and Ref. [184]). The initial wavefunction of the condensate at the Dirac point $\psi_{A,K}$ is described by the Weyl spinor $\Psi_i = (\psi_A, \psi_B) = (1, 0)$. Starting from the state $|i\rangle = \psi_{A,K}^{m_F=0}$, the transition proceeds to an intermediate state with $m_F = 1$ at the Dirac point of the A sublattice (i.e. $|I_1\rangle = \psi_{A,K}^{m_F=1}$), then to the B sublattice (i.e. $|I_2\rangle = \psi_{B,K}^{m_F=1}$) by modulation of the lattice potential through application of $H_m \cos \omega_m t$. Finally, by the two-photon Raman transition, we obtain the final state $|f\rangle$. This is the vortex/soliton state in the internal state with $m_F = 0$. 
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If we assume that \( w_0, \xi \gg a \) and take the tight binding and continuum limits, the effective Rabi Raman frequency

\[
\Omega_{2\gamma} \propto \langle I_2 | E_G(r) \frac{E^{\mu=0,\ell=1}_{LG}(r)}{E_{LG}(r)} | f \rangle \propto E_{G,0} E_{LG,0} \int dr f_B(r) r^2 e^{-2r^2/w_0^2}.
\]

(7.15)

The radial dependence of the vortex in the B sublattice \( f_B(r) \) is calculated below (see Sect. 7.3). The radial integral is positive definite and for \( w_0 \sim \xi \) will give a non-zero Rabi frequency with an absolute value determined by the amplitudes of the fields driving the two-photon Raman transition and the dipole transition matrix elements for the 5S-5P electronic transitions in \(^{87}\text{Rb}\).

### 7.2.9 Coherent Transfer Between Dirac Points by Bragg Scattering

Once a BEC has been prepared at a Dirac point \( K \), coherent transfer to the non-equivalent Dirac point \( K' \) can be accomplished by Bragg scattering from a lattice formed using auxiliary laser fields [189]. In this case, the two additional laser fields have wavevectors \( k_{b1} \) and \( k_{b2} \) where \( k_{b1} - k_{b2} = K' - K = -k_L \hat{y} \) in the frame of the lattice. The lattice produced by these fields couples a BEC at crystal momentum \( K = k_L \left( \frac{\sqrt{3}}{2} \hat{x} + \frac{1}{2} \hat{y} \right) \) to a BEC with crystal momentum \( K' = k_L \left( \frac{\sqrt{3}}{2} \hat{x} - \frac{1}{2} \hat{y} \right) \) by Bragg scattering. Since the energies of the two coupled Dirac points are identical, resonance occurs when the optical frequencies of the auxiliary fields are equal and the standing wave they form is stationary in the frame of the honeycomb lattice.

In the frame of the lattice, the applied potential is

\[
V_{\text{Bragg}}(r) = \frac{1}{2} V_B \left[ \cos(K - K') \cdot r + 1 \right].
\]

(7.16)

This potential couples the degenerate Bloch wavefunctions \( \psi_K(r) \) and \( \psi_{K'}(r) \). The matrix element coupling \( \psi_K \) and \( \psi_{K'} \) is then given by
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\[ \Omega_{B}^\alpha,\beta = \frac{V_B}{2\hbar} \sum_Q \left( C_Q^{\alpha,K'} \right)^* C_Q^{\beta,K}, \tag{7.17} \]

where the coefficients \( C_Q^{\alpha,K} \) are identical to those defined in Sect. 7.2.6 where the index \( \alpha \) designates the sublattice on which the condensate is localized. These coefficients can be found by numerically computing the band structure for the potential given in Eq. (7.8) [77]. Note that there are four degenerate Bloch wavefunctions corresponding to the two possible inequivalent Dirac points (\( K \) and \( K' \)) and the two possible sublattices (A and B). In the tight-binding limit, i.e., \( V_{sc} \gg E_R \), the Bragg scattering lattice only couples Bloch states at the non-equivalent Dirac points that are localized on the same sublattice. In this limit, application of the Bragg scattering lattice will induce Rabi oscillations with frequency \( \Omega_{B}^\alpha \) between condensates localized on the same sublattice but at the non-equivalent Dirac points. For shallower depths of the honeycomb lattice, all four degenerate Bloch states will be coupled and the dynamics will be more complicated. However, even for a moderate lattice depth \( V_{sc} = 4 E_R \), the coupling between different sublattices is small enough that the dynamics are nearly identical to those of two coupled Bloch states.

Starting from a BEC initially prepared at a single Dirac point \( K \), application of the Bragg scattering potential will cause the amplitude to Rabi oscillate between \( \psi_K \) and \( \psi_{K'} \) with a Rabi oscillation frequency \( \Omega_{\text{Bragg}} = 2 |\langle K' | V_{\text{Bragg}} | K \rangle| \). The pulse duration of the auxiliary fields can be controlled to produce an arbitrary superposition of BECs at \( K \) and \( K' \) – with a \( \frac{\pi}{2} \)-pulse \( \tau_{\pi/2} = \frac{\pi}{2} \frac{1}{\Omega_{\text{Bragg}}} \) producing an equal superposition.

### 7.3 Vortex Solutions of the NLDE

The NLDE describes the dynamics of a four-spinor, \( \Psi \equiv (\Psi_+, \Psi_-)^T \), with the upper (+) and lower (−) two-spinors relating to opposite \( K \) and \( K' \) points of the honeycomb lattice:
\[ i \gamma^\mu \partial_\mu \Psi - U \sum_{i=1}^{4} (M_i \Psi)(\Psi^\dagger M_i) \Psi = 0. \] (7.18)

The matrices \( \gamma^\mu \) are the usual Dirac matrices and the interaction terms are encapsulated in the summation with the matrices \( M_i \) constructed to give the correct cubic nonlinearities, local to each spinor component [52]. This describes a gapless theory which corresponds to massless interacting Dirac spinors. Since the interactions do not couple different spinor components, Eq. (8.3) can be split into two sets of equations (one for each of the \( K \) and \( K' \) points) of the form

\begin{align*}
    i \hbar \partial_t \psi_A &= -i \hbar c_l (\partial_x - i \partial_y) \psi_B + U |\psi_A|^2 \psi_A \tag{7.19} \\
    i \hbar \partial_t \psi_B &= -i \hbar c_l (\partial_x + i \partial_y) \psi_A + U |\psi_B|^2 \psi_B, \tag{7.20}
\end{align*}

with the full solution expressed as a linear combination of solutions from each Dirac point. Note the presence of the effective speed of light, \( c_l \), and interaction strength, \( U \). We first look for solutions with cylindrical symmetry, i.e., vortex solutions with arbitrary integer phase winding in addition to bright soliton solutions. We can obtain a dimensionless form of the NLDE by expressing the spinor wavefunctions as:

\[ \psi_A(r, \theta, t) = \pm i f_A(r)e^{i(\ell-1)\theta} e^{-i\mu t / \hbar}, \psi_B(r, \theta, t) = f_B(r)e^{i\ell \theta} e^{-i\mu t / \hbar}, \]

where \( \ell \) is the integer vortex winding and \( \mu \) is the chemical potential. In plane-polar coordinates, Eqs. (8.4)-(8.5) become

\begin{align*}
    -\hbar c_l \left( \partial_r + \frac{\ell}{r} \right) f_B(r) + U |f_A(r)|^2 f_A(r) &= \mu f_A(r) \tag{7.21} \\
    \hbar c_l \left( \partial_r + \frac{1-\ell}{r} \right) f_A(r) + U |f_B(r)|^2 f_B(r) &= \mu f_B(r). \tag{7.22}
\end{align*}

Localized solutions of the NLDE may be categorized by their asymptotic forms, i.e., whether the amplitude has a zero or non-zero limit far from the core. This difference is significant since it is fundamentally related to the presence (or absence) of
an underlying topological structure. Solutions for which one or both spinor components are finite far from the core are topological: they may be derived as extrema for Lagrangians having effective potentials which exhibit at least one (or several) local minimum (minima) separated from the ground state (or saddle point solution) energy by a finite barrier in solution space. All other solutions, for which both spinor components fall to zero far from the core, do not have an underlying topological structure and are referred to as non-topological.

### 7.3.1 Asymptotic Bessel Solutions for Large Phase Winding

For integer winding \( \ell \geq 2 \), both \( f_A \) and \( f_B \) must vanish at \( r = 0 \) due to the presence of the centrifugal terms, so we will treat the special cases \( \ell = 0, 1 \) in a separate section. To obtain vortex solutions, we require spatial derivatives to vanish at infinity, so that for \( r \to \infty \), Eqs. (8.6)-(8.7) yield the possible asymptotic forms:

\[
\begin{align*}
|f_{A(B)}(\infty)|^2 - \mu/U &= 0 \quad \text{or} \quad f_{A(B)}(\infty) \sim r^\alpha, \quad \text{for } 0 < \alpha < 1.
\end{align*}
\]

The first case implies \( |f_{A(B)}(\infty)| = 0, \pm \sqrt{\mu/U} \). For the case of non-vanishing boundary conditions and \( \ell \geq 2 \), the asymmetry in the angular momentum terms of the NLDE seems problematic. We recall that the factors \( \partial_r + \ell/r \) and \( \partial_r + (1-\ell)/r \) act as index raising and lowering operators for the Bessel functions \( J_n \). This becomes clear when we check that Bessel functions are exact solutions in the zero interaction or low density limit given by \( \hbar c \ell/U |\Psi|^2 \gg 1 \). In this limit, solutions of Eqs. (8.6)-(8.7) are Bessel functions of the first kind, \( J_\ell \) and \( J_{\ell-1} \), only slightly modified by the weak interaction terms which describe scattering into other Bessel functions. We then choose the modified Bessel-Fourier expansion as our ansatz

\[
\begin{align*}
A(r) &= A F(r) e^{\imath Q(r)} \left[ a_0 + \sum_{n=1}^{\infty} a_n J_n(r) \right] \quad (7.23) \\
B(r) &= (B/A) A(r), \quad (7.24)
\end{align*}
\]
where $A$ and $B$ are normalization constants, $J_n(r)$ is the Bessel function of the first kind of order $n$, $a_0$ and $a_n$ are the expansion coefficients, and $Q(r)$ is the argument of the integrating factor, which we include to enlarge the parameter space. The series that we have chosen to use runs over the Bessel index rather than the usual form where the summation runs over the zeros of one Bessel function with fixed index. Our choice of expansion is certainly valid but does not offer the convenience of using the standard orthonormal relations for Bessel functions when computing the coefficients.

Once the ansatz is substituted into the NLDE, we combine the angular momentum and derivative terms in the series by using the recurrence relations for Bessel functions:

$$J_n(x) = (J_{n-1} + J_{n+1})/2n$$

Substituting Eqs. (7.23)-(7.24) into Eqs. (8.6)-(8.7) gives two first-order differential equations for the integrating factor $Q$ in addition to the recursion relations for the coefficients $a_n$. We find that $Q$ must solve the first order equation

$$iQ' = -\frac{F'}{F} - \frac{a_0\ell}{r} \pm \frac{U}{\hbar c} |\hat{A}F|^2 \left| a_0 + \sum_n a_n J_n \right|^2 \mp i \frac{\mu}{\hbar c} \frac{a_0 + \sum_n C_n a_n J_n}{a_0 + \sum_n a_n J_n},$$

(7.25)

in addition to a similar equation but where $\ell$ is replaced by $1 - \ell$. The recursion relations for the $a_n$ are

$$\begin{align*}
\frac{a_{n+1}}{2} \left( \frac{\ell + n + 1}{n + 1} \right) + \frac{a_{n-1}}{2} \left( \frac{\ell - n + 1}{n - 1} \right) &= -\frac{\mu A}{\hbar c l B} C_n a_n \\
\frac{a_{n+1}}{2} \left( \frac{2 - \ell + n}{n + 1} \right) + \frac{a_{n-1}}{2} \left( \frac{2 - \ell - n}{n - 1} \right) &= \frac{\mu B}{\hbar c l A} C_n a_n.
\end{align*}$$

(7.26)

In Eq. (7.25) we have absorbed a term-dependent fraction $C_n \equiv 1 - C'_n$, from the chemical potential terms, into the recursion relations. We can solve the recursion relations to get

$$A = \pm i B, \quad a_n = \left( \pm i \frac{C \mu}{U(2\ell - 1)} \right)^{n-1} \frac{n!}{n^{n-1}}.$$

(7.27)
To obtain a vortex solution, we set $a_0 = -1/2\ell$ which cancels the factor of $F(r)$ in Eq. (7.25), provided $F = r^{1/2}$. This effectively allows the solution to vanish at the origin and also balances the behavior of the Bessel functions at long distances. The vortex solution is obtained by tuning the parameter $C$ in Eq. (7.27) to some critical value $C_{\text{vortex}}$. If we examine the asymptotic region $r \gg \xi_{\text{Dirac}}$, far from the vortex core, the Bessel functions decrease at a rate proportional to $r^{-1/2}$. On the other hand, near the vortex core where $r \ll \xi_{\text{Dirac}}$, the Bessel functions have the form $J_n \sim r^n$, for $n \geq 1$. Using this information, in the regions $r \ll \xi_{\text{Dirac}}$ and $r \gg \xi_{\text{Dirac}}$, and for weak interaction $U$, we obtain the asymptotic integral solution of Eq. (7.25)

$$iQ \approx \pm i \frac{\mu}{\hbar c l} r.$$  

(7.28)

The vortex profile is obtained for $\ell^2 \gg 1$ and for the values $C_{\text{vortex}} = 2.5 \times (2\ell - 1)$ and $\mu/U = 1$. We have plotted this solution in Figure 7.6(a) which has a closed form given by

$$f_A(r) = A(Ur/\hbar c_l)^{1/2} e^{\pm i(Ur/\hbar c_l)} \sum_{n=1}^{\infty} (2.5 i)^{n-1} \frac{n!}{n^{n-1}} J_n(Ur/\hbar c_l),$$  

(7.29)

where the overall constant $A$ is determined by normalizing the wavefunction. Density and phase plots for the complex Bessel solution are shown in Figure 7.4.

7.3.2 Numerical Shooting Method for Vortices with Arbitrary Phase Winding and Chemical Potential

The radial profile for a topological vortex with arbitrary winding number $\ell$ can be obtained using a numerical shooting method [230]. The most direct approach is to express Eqs. (8.6)-(8.7) in terms of the dimensionless radial variable $\chi \equiv (U/\hbar c_l)r$. The functions $f_A(\chi)$ and $f_B(\chi)$ are then expanded in power series around $\chi = 0$:

$$f_A(\chi) = \sum_{j=0}^{\infty} a_j \chi^j, \quad f_B(\chi) = \sum_{j=0}^{\infty} b_j \chi^j,$$  

(7.30)
where the $a_j$ and $b_j$ are the expansion coefficients. Since we are solving two coupled first order equations, we require the initial conditions $f_A(0)$ and $f_B(0)$. Substituting into Eqs. (8.6)-(8.7) gives us the core behavior

$$f_A(0) \sim \chi^{\ell-1}, \quad f_B(0) \sim \chi^{\ell}. \quad (7.31)$$

These core values indicate that the first nonzero coefficients for a given choice of $\ell$ are $a_{\ell-1}$ and $b_{\ell}$, where $a_{\ell-1}$ is sufficient to determine all other coefficients for both expansions in Eq. (8.41). For a given $\ell$ value, a vortex is found by tuning $a_{\ell-1}$ towards a critical value $a_{\ell-1}^{\text{vortex}}$. As examples, we have found vortices for the three lowest $\ell$ values for which both spinor components have nonzero rotation:

$$a_{1}^{\text{vortex}} = 0.571718\ldots, \quad \ell = 2, \quad (7.32)$$

$$a_{2}^{\text{vortex}} = 0.145291\ldots, \quad \ell = 3, \quad (7.33)$$

$$a_{3}^{\text{vortex}} = 0.0240267\ldots, \quad \ell = 4. \quad (7.34)$$

In Figure 7.2 we have plotted both components for the case $\ell = 2$ and illustrated the convergence to the vortex solution by overlaying an excitation of the vortex (a) and the free particle Bessel solution (b). The $\ell = 4$ numerical topological vortex solution density and phase are shown in Figure 7.5 and the radial solution plotted in Figure 7.6(b).

The same shooting method can be used to obtain the ring-vortex solutions for the special case of the chemical potential $\mu = 0$. These types of solutions are non-topological vortices whose tails decay to zero far from core. Although we demonstrate such solutions by analytical methods in the next section, the numerical approach allows us to illustrate the transition from the vortex limit ($\mu \ll U$) to Bessel solutions in the free particle limit ($\mu \gg U$). This transition is illustrated in Figure 7.3 for the strength of the nonlinearity $U$ fixed to unity and the chemical potential running from 0.001 to 2. In Sec. 7.4, we provide a more thorough discussion of our numerical
Figure 7.2: (color online) Convergence of numerical vortex for $\ell = 2$. (a) For $a_1 > a_{1\text{vortex}}^1$, the solution overshoots to an excited state of the vortex. (b) For $a_1 < a_{1\text{vortex}}^1$, the solution undershoots and converges to the linear solution Bessel functions. Note that the solid blue and dashed red plots are the A and B sublattice radial wavefunctions, respectively. The solid black and dashed black plots are the exact solutions for the A and B sublattice radial wavefunctions, respectively.

7.3.3 Algebraic Solutions for Zero Chemical Potential and Phase Winding Greater than One

By setting $\mu = 0$ in Eqs. (8.6)-(8.7), it is possible to obtain exact non-topological vortex solutions which fall to zero far from the core. From a technical standpoint, eliminating the chemical potential terms in the NLDE simplifies the problem considerably in that solutions to the homogeneous non-interacting equations are simple algebraic forms: vortices are not connected to Bessel function scattering states. Starting from an algebraic ansatz $f_{A(B)} = A(B)r^{\alpha(\beta)}/(1 + C r^\delta)^{1/2}$, where $\alpha, \beta, \delta, C \in \mathbb{R}$ and $A, B \in \mathbb{C}$, substituting into Eqs. (8.6)-(8.7) and solving for $A, B, C, \alpha, \beta$ and $\delta$ we find
Figure 7.3: (color online) Connection of ring-vortex solution to free particle Bessel solution. The vortex limit is shown in (a) where we have taken the chemical potential to be small: \( \mu = 0.001 \). The solutions for \( \mu = 0.05 \) and \( \mu = 0.5 \) are shown (b) and (c), respectively. Finally, the free particle limit is shown in (d) for the value \( \mu = 2 \). Note that in (d) the spinor components become Bessel functions of the first \( J_0 \) and \( J_1 \).

\[
f_A(r) = \frac{A (Ur/\hbar c)^{\ell-1}}{\left[1 + \frac{|B|^2 B}{A^{(4\ell-2)}} \left(\frac{Ur}{\hbar c}\right)^8(\ell-1/2)\right]^{1/2}} \tag{7.35}
\]

\[
f_B(r) = \frac{B (Ur/\hbar c)^{3\ell-2}}{\left[1 + \frac{|B|^2 B}{A^{(4\ell-2)}} \left(\frac{Ur}{\hbar c}\right)^8(\ell-1/2)\right]^{1/2}} , \tag{7.36}
\]

which we have plotted in Figure 7.6(c) and (d) for the angular windings \( \ell = 1, 4 \). Density and phase plots for the \( \ell = 2 \) case are shown in Figure 7.7.
In solving for Eqs. (7.35)-(7.36), we obtain an additional constraint that relates the constants $A$ and $B$: $|A|^2 A/B = |B|^2 B/CA = 4\ell - 2$, as well as the normalization condition

$$
\int rdr \frac{|A|^2 (Ur/\hbar c)^{2\ell-2} + |B|^2 (Ur/\hbar c)^{6\ell-4}}{1 + \frac{|B|^2 B}{A(4\ell-2)} (Ur/\hbar c)^{8(\ell-1/2)}} = 1.
$$

(7.37)

It is possible to prove that this type of algebraic solution does not exist for $\mu \neq 0$ and $\ell \geq 2$. 

Figure 7.4: (color online) Phase and density for the Bessel topological vortex for $\ell = 4$. (a,b) A sublattice density and phase. (c,d) B sublattice density and phase.
7.3.4 Algebraic Solutions for Zero and Unit Phase Winding

When the winding parameter \( \ell = 0 \) or 1, the angular momentum term will appear in only one of Eqs. (8.6)-(8.7). In this case, the NLDE is easier to solve and allows for a simple algebraic type solution, even when \( \mu \neq 0 \).

7.3.5 Ring-Vortex/Soliton.

For the homogeneous case \((\mu = 0)\), our previous results for arbitrary values of \( \ell \), given by Eqs. (7.35)-(7.36), will give us the correct solution. Substituting \( \ell = 1 \) gives
Figure 7.6: (color online) *NLDE vortex radial solutions*. Shown are: (a) Bessel solution for $\ell = 3$; (b) numerical solution for $\ell = 4$; (c) ring-vortex solution for $\ell = 4$; (d) ring-vortex/soliton solution.

\begin{align*}
  f_A(r) &= \frac{A}{\left[1 + \frac{|B|^2 B}{2A} (Ur/\hbar c_i)^4 \right]^{1/2}} \quad \text{(7.38)} \\
  f_B(r) &= \frac{B (Ur/\hbar c_i)}{\left[1 + \frac{|B|^2 B}{2A} (Ur/\hbar c_i)^4 \right]^{1/2}}. \quad \text{(7.39)}
\end{align*}

This is the ring-vortex/soliton solution from our previous work [184] and describes a vortex whose density peaks in the shape of a ring with a bright soliton located at its center. Setting $\ell = 0$ in Eqs. (7.35)-(7.36), simply interchanges the forms for $f_A$ and $f_B$. The ring-vortex/soliton radial solution is plotted in Figure 7.6(d), and density and phase are shown in Figure 7.8.
Figure 7.7: (color online) Phase and density for the $\ell = 2$ ring-vortex. (a,b) A sublattice density and phase. (c,d) B sublattice density and phase.

7.3.6 Vortex/Soliton.

For the case $\mu \neq 0$ and $\ell = 1$, we find the solutions

$$f_A(r) = \frac{\sqrt{\mu/U}(\mu r/\hbar c)}{\left[1 + (\mu r/\hbar c)^2\right]^{1/2}}$$  \hspace{1cm} (7.40)

$$f_B(r) = \frac{\sqrt{\mu/U}}{\left[1 + (\mu r/\hbar c)^2\right]^{1/2}}.$$  \hspace{1cm} (7.41)

This is the vortex/soliton solution from our previous work and describes an ordinary vortex, $f_A$, with a bright soliton, $f_B$, centered at the core of the vortex. This solution can also be obtained by beginning with the ansatz $f_A = \tanh[g(r)]$, $f_B = \text{sech}[g(r)]$ which, upon substitution into the NLDE, may be directly integrated.
to give \( g(r) = \text{arcsinh}(\mu r/\hbar c) \); applying a standard identity then yields Eq. (7.41). For \( \ell = 1 \), \( f_B \) is the vortex and \( f_A \) the soliton with a phase difference of \(-1\) between the two components. The vortex/soliton radial solution, density and phase are shown in Figure 7.11(a) and Figure 7.9, respectively.

### 7.3.7 Skyrmion Solutions

To obtain Skyrmion type solutions, we choose an ansatz of the form: \( f_A = \eta \cos \varphi \), \( f_B = \eta \sin \varphi \), where in general the parameters \( \eta \) and \( \varphi \) are both functions of the radial coordinate: \( \eta(r) \), \( \varphi(r) \) (for background on skyrmions in 2-dimensions see [42, 200]). The NLDE then reduces to two first order nonlinear ODEs.
\[
d\phi/dr = \frac{(1 + \ell)}{2r} \sin2\phi + \frac{U}{2\hbar c_l} \eta^2(1 + \cos^22\phi) - \frac{\mu}{\hbar c_l} \tag{7.42}
\]
\[
d\eta/dr = \eta\frac{\ell}{r}\cos2\phi - \frac{1}{r}\cos^2\phi + \frac{U}{\hbar c_l} \eta^3 \sin4\phi. \tag{7.43}
\]

The first point to note is that the centripetal terms place a restriction on the behavior of \(\phi\) for \(r \to 0\): Eq. (7.42) forces the condition \(\phi \to n\pi/2\) \((n \in \mathbb{Z})\), while the only way to keep Eq. (7.43) finite at \(r = 0\) is to require \(\ell = 1\), which corresponds to \(\phi(0) = \pi\), or \(\ell = 0\) for \(\phi(0) = \pi/2\). Thus, skyrmion solutions exist only for one unit of angular momentum in either the upper or the lower two-spinor component (choosing \(\ell = 0\) or 1 simply transfers a unit of rotation from one component to the other.) We can further simplify the problem with the restriction that \(\eta = C \equiv \text{constant}\). To find \(C\), we can look at the asymptotic form of the equations for \(r \to \infty\), since then, assuming finite energy of course, we can set the derivative terms equal to zero and thereby obtain the asymptotic values

\[
\varphi(\infty) = \frac{m\pi}{4}, \quad \eta = \pm \sqrt{\frac{4\mu/U}{3 + (-1)^m}}, \tag{7.44}
\]

where \(m \in \mathbb{Z}\). Next, we combine Eqs. (7.42)-(7.43) into one equation for \(\varphi\),

\[
d\varphi/dr = \frac{1}{r} \sin2\phi - \frac{\mu}{\hbar c_l} + \frac{2\mu C_m}{\hbar c_l} \left[ 1 + \left( \cos^2\phi - \frac{4\mu C_m}{\hbar c_l} r \sin4\phi \right)^2 \right], \tag{7.45}
\]

for \(\ell = 1\), and,

\[
d\varphi/dr = \frac{1}{2r} \sin2\phi - \frac{\mu}{\hbar c_l} + \frac{2\mu C_m}{\hbar c_l} \left[ 1 + \left( \sin^2\phi - \frac{4\mu C_m}{\hbar c_l} r \sin4\phi \right)^2 \right], \tag{7.46}
\]

for \(\ell = 0\), where \(C_m = 1/2\) for odd \(m\), and \(C_m = 1/4\) for even \(m\).
7.3.8 Anderson-Toulouse Skyrmions

As we stated previously, Eqs. (7.42)-(7.43) allow for two types of solutions labeled by the subscript \( m \); one that asymptotically approaches \( \pi/4 \) and another that approaches 0. The Anderson-Toulouse solution is obtained for \( \varphi(0) = \pi/2 \) and \( \varphi(\infty) = 0 \) [231, 232].

![Figure 7.9](image)

Figure 7.9: (color online) Phase and density for the \( \ell = 1 \) vortex/soliton. (a,b) A sublattice density and phase. (c,d) B sublattice density and phase.

7.3.9 Mermin-Ho Skyrmions

This is obtained for the case \( \varphi(\infty) = \pi/4 \) [231, 233]. Note that in both cases we have \( \eta = \sqrt{2\mu/U} \).

The radial profiles for both the Mermin-Ho and Anderson-Toulouse vortices are obtained by solving Eqs. (7.45)-(7.46) using a straightforward shooting method. We
have plotted the radial solutions for both types in Figure 7.11 and the density and phase plots are shown in Figure 7.10 and Figure 7.12.

### 7.3.10 Half-Quantum Vortices

We can construct a half-quantum vortex solution (a fractional vortex with half-integer winding) by forming superpositions of $f_A$ and $f_B$ for the Mermin-Ho vortex in part $b$. above [179, 234]. The key requirement is that both components do not vanish at infinity (see Figure 7.11(c)). We choose the linear combinations: $f_A = -ie^{i\theta/2}\sin\varphi - ie^{-i\theta/2}\cos\varphi$ and $f_B = ie^{i\theta/2}\sin\varphi - ie^{-i\theta/2}\cos\varphi$. Note that these no longer constitute a solution of the time-independent NLDE, but they do provide a stationary solution of the full NLDE. To see how the fractional winding comes about, we note
that far from the vortex core, $\varphi \to \pi/4$, and the wavefunction takes the form

$$\Psi = 2 \sqrt{\mu/U} e^{-i\theta/2} [i\cos(\theta/2), \sin(\theta/2)]$$ \hspace{1cm} (7.47)

. From this, we can compute the geometric phase that comes from encircling the core by computing the Berry phase $\phi_B$:

$$\phi_B \equiv \exp \left( \oint d\theta \langle \Psi | \frac{\partial}{\partial \theta} |\Psi\rangle \right).$$ \hspace{1cm} (7.48)

The wavefunction for the vortex transforms as a Dirac spinor under spatial rotations and acquires a factor of $\exp (-i\sigma_z \theta/2)$, where $\sigma_z$ is the third Pauli matrix, so that the exponent in Eq. (7.48) becomes
Table 7.2: Vortex solutions of the NLDE. Solutions are described by their phase winding, closed-form expression, and topological properties. Solutions which retain non-zero density far from the core have an associated conserved topological charge, and we state their asymptotic form. Note that $r_0$ is the length scale associated with the chemical potential or the interaction strength depending on the particular solution.

\[
\int_{0}^{2\pi} d\theta \, e^{i\theta/2} \left( -i \left( e^{i\theta/2} \cos(\theta/2) + e^{-i\theta/2} \sin(\theta/2) \right) \right) \\
\times \frac{\partial}{\partial \theta} \, e^{-i\theta/2} \left( i e^{-i\theta/2} \cos(\theta/2) \right) = \int_{0}^{2\pi} d\theta \left( - \frac{i}{2} \right) \\
= -i\pi . \quad (7.49)
\]

The radial solution of the half-quantum vortex is plotted in Figure 7.11(d) for the case where the polar angle is set equal to zero, with the density and phase shown in Figure 7.13. We summarize the NLDE vortices along with their key properties in Table 7.2.

### 7.4 Spectra for Relativistic Vortices

In this section we extend our earlier numerical studies by examining the radial excitations of our vortex solutions in more depth followed by a thorough treatment of vortices bound within a weak harmonic potential. All of the solutions presented in this section were obtained by numerical shooting, thus we follow a similar procedure.
as before in preparing the NLDE for a numerical analysis by first converting the
NLDE to its dimensionless form.

7.4.1 Ground State and Radial Excitations of Unconfined Vortices

We first obtain a dimensionless version of the NLDE by introducing the dimen-

dionless variable and rescaled wavefunction

$$\chi \equiv \mu r/(\hbar c) \quad \eta_A \equiv \sqrt{U/\mu f_A}, \quad \eta_B \equiv \sqrt{U/\mu f_B},$$  \hspace{1cm} (7.50)$$

so that the NLDE becomes
Figure 7.13: (color online) Phase and density for the half-quantum vortex solutions. (a,b) A sublattice density and phase. (c,b) B sublattice density and phase.

\[
\left( \partial_\chi + \frac{\ell}{\chi} \right) \eta_B(\chi) - |\eta_A(\chi)|^2 \eta_A(\chi) = -\eta_A(\chi) \quad (7.51)
\]

\[
- \left( \partial_\chi + \frac{1 - \ell}{\chi} \right) \eta_A(\chi) - |\eta_B(\chi)|^2 \eta_B(\chi) = -\eta_B(\chi) . \quad (7.52)
\]

Here the dependence of the solution on the choice of angular quantum number \( \ell \) is implied. As before we note that the asymptotic form of these equations show that convergent solutions \(|\eta_{A(B)}|\) can approach either 0 or 1 for large \( \chi \). To study the analytic structure as well as a practical starting point for a numerical techniques, we can expand the solution in a power series in \( \chi \):
Figure 7.14: (color online) Radial excited states for $\ell = 1$. (a) Ground state. (b) Excited state where interaction is dominant. (c) Excited state where kinetic energy is dominant.

\[ \eta_A(\chi) = \sum_{j=0}^{\infty} a_j \chi^j, \quad \eta_B(\chi) = \sum_{j=0}^{\infty} b_j \chi^j. \quad (7.53) \]

Substituting these forms into the NLDE gives the relations for the expansion coefficients

\[
\begin{align*}
(1 + \ell)b_1 - a_0^3 &= -a_0, \quad (7.54) \\
(2 + \ell)b_2 - 3a_1a_0^2 &= -a_1, \quad (7.55) \\
(3 + \ell)b_3 - 3a_2a_0^2 - 3a_0a_1^2 &= -a_2, \quad (7.56) \\
&\vdots \\
(2 - \ell)a_1 + b_0^3 &= b_0, \quad (7.57) \\
(3 - \ell)a_2 + 3b_1b_0^2 &= b_1, \quad (7.58) \\
(4 - \ell)a_3 + 3b_2b_0^2 + 3b_0b_1^2 &= b_2. \quad (7.59)
\end{align*}
\]

Choosing a particular value for $\ell$ determines the values of both $a_0$ and $b_0$, and we find that there is only one independent parameter, the tunable input parameter when integrating by the shooting method.

7.4.2 Solutions for Unit Phase Winding

If we consider only positive $\ell$ angular quantum numbers, then the $\ell = 1$ state corresponds to one unit of rotation in $\psi_B$ and no rotation in $\psi_A$. There is a constant
solution which appears with this choice of \( \ell \) for which \( \eta_A = 1 \) and \( \eta_B = 0 \), identically. Ordinarily it might seem trivial to consider this solution, but its connection to higher radial excitations makes this a useful exercise. To see this, we solve Eqs. (7.51)-(7.52) by numerical shooting radially away from the origin. Radial excited states appear as we tune our initial value for \( \eta_A \) (or equivalently \( a_0 \) in the Taylor expansion) away from unity. We find that the spatially constant solution is a boundary between excitations which oscillate around \( \eta_A = 1 \) and \( \eta_B = -1 \), and those which oscillate around \( \eta_A = \eta_B = 0 \). In Figure 7.14, we display the onset of inward movement of ring-vortices. The blue and red dashed lines are \( \eta_A \) and \( \eta_B \) respectively. Note that the actual vortex rotation resides only in the B sublattice (blue curve). Figure 7.14(b) shows the excited state rings which appear when \( a_0 = 1 + 10^{-12} \). The solution overshoots to an excited state of the vortex. In contrast, Figure 7.14(c) shows the onset of radial oscillations which result when the kinetic energy dominates the interaction energy, where in this case \( a_0 = 1 - 10^{-12} \). Here the solution undershoots and takes on the form of the linear solution Bessel functions.

The NLDE allows for a solution which satisfies an additional symmetry given by the constraint \( |\eta_A|^2 + |\eta_B|^2 = 1 \). Solutions which satisfy this constraint are the vortex/soliton, and Anderson-Toulouse and Mermin-Ho skyrmions. In particular, for the Mermin-Ho solution, we integrate backwards starting with the boundary condition: \( \eta_A = \cos(\pi/4) + 10^{-k}, \eta_B = \sin(\pi/4) - 10^{-k} \). Here \( k \) is a parameter tuned to give the desired values of functions at the origin, analogous to \( a_0 \) for the forward shooting. The half-quantum vortex is obtained by forming linear combinations of the numerical Mermin-Ho components, as previously discussed.

### 7.4.3 Solutions for Phase Winding Greater than One

For \( \ell > 1 \), both angular momentum terms in the NLDE are non-vanishing which forces the core condition \( \eta_A(0) = 0 \) and \( \eta_B(0) = 0 \). For these values of \( \ell \), there are two types of radially excited states distinguished by the property that \( |\eta_{A,B}| \) either
oscillate around 1 or around 0.

7.4.4 Special Case of Zero Chemical Potential: Localized Ring-Vortices

To obtain these solutions we choose a particular rescaling of the NLDE which allows us to take \( \mu \to 0 \), so that

\[
\chi \equiv U^2 r / (\hbar c \mu), \quad \eta_A \equiv \sqrt{\mu/U} f_A, \quad \eta_B \equiv \sqrt{\mu/U} f_B.
\]  \hspace{1cm} (7.60)

The resulting dimensionless NLDE is

\[
- \left( \frac{\partial \chi}{\chi} + \frac{\ell}{\chi} \right) \eta_B(\chi) + |\eta_A(\chi)|^2 \eta_A(\chi) = \tilde{\mu}^2 \eta_A(\chi)
\]  \hspace{1cm} (7.61)

\[
\left( \frac{\partial \chi}{\chi} + \frac{1-\ell}{\chi} \right) \eta_A(\chi) + |\eta_B(\chi)|^2 \eta_B(\chi) = \tilde{\mu}^2 \eta_B(\chi).
\]  \hspace{1cm} (7.62)
For example, we look at the case $\ell = 1$. We fix $a_0 = 1$ and $b_0 = 0$ in the Taylor expansions and tune $\tilde{\mu}$ from unity toward zero. The progression for $\tilde{\mu} \to 0$ is depicted in the sequence of plots in Figure 7.15. As $\tilde{\mu}$ is reduced towards 1, oscillations about $\eta_{A(B)} \sim 0$ are pushed out towards large $\chi$ (a)-(c), flattening out the solution at $\tilde{\mu} = 1$ in (d). As $\tilde{\mu}$ is further reduced towards 0, oscillation nodes about $\eta_{A(B)} \sim 1$ move inward from large $\chi$ and finally flatten out leaving only the ring-vortex feature near $\chi = 0$. An analogous sequence for arbitrary $\ell$ can be obtained. The difference for $\ell < 1$, is that since both components must vanish at the origin, we must take $b_0, a_0 = 0$ but then specify the first derivative of $\eta_A$ at the origin. We fix $a_0 = 0.001$ in the Taylor expansion then tune $\tilde{\mu}$ as before. The vortex solutions with flat non-zero asymptotic forms mark the point in the chemical potential parameter space where kinetic and interaction terms of the NLDE are perfectly balanced. These form a boundary between two solution regimes: one where the kinetic energy is dominant, and the other where the interaction is dominant. The results also demonstrate how the ring-vortex solutions smoothly connect to free Bessl solutions, with the topological solutions as intermediate states.

7.4.5 Discrete Eigenvalue Spectra for Vortices in a Weak Harmonic Trap

Next, we study the same solutions as above but for the case of a highly oblate harmonic confining potential, which defines the 2D system. In this case, the oscillator frequencies satisfy $\omega_z \gg \omega \equiv \omega_x, \omega_y$. Since Eqs. (8.6)-(8.7) are already defined for a 2-dimensional system (the $z$-dependence has been integrated out), we require that the harmonic potential be dependent only on the planar directions $x$ and $y$. We then take $V(r) = (1/2)M \omega^2(x^2 + y^2)^2 = (1/2)M \omega^2 r^2$. We must choose a dimensional rescaling of the NLDE appropriate to the harmonic oscillator. We divide through by the harmonic oscillator energy $\hbar \omega$ and define the dimensionless variable and wavefunction in terms of this energy scale:
Figure 7.16: (color online) Radial ring-vortex states for $\ell = 2$ topological solution in the harmonic trap. (a) Ground state. (b)-(f) First through fifth excited states. The harmonic potential is shown in black.

$$\chi \equiv \frac{\hbar \omega r}{(\hbar c)_l}, \quad \eta_{A(B)} \equiv \sqrt{U/(\hbar \omega f_{A(B)})}. \quad (7.63)$$

The NLDE transforms into

$$- \left( \partial_\chi + \frac{\ell}{\chi} \right) \eta_B(\chi) + |\eta_A(\chi)|^2 \eta_A(\chi) + Q \chi^2 \eta_A(\chi) = \tilde{\mu} \eta_A(\chi) \quad (7.64)$$

$$\left( \partial_\chi + \frac{1-\ell}{\chi} \right) \eta_A(\chi) + |\eta_B(\chi)|^2 \eta_B(\chi) + Q \chi^2 \eta_B(\chi) = \tilde{\mu} \eta_B(\chi), \quad (7.65)$$

where the two dimensionless parameters in the NLDE are

$$Q \equiv \frac{Mc_l^2}{2\hbar\omega}, \quad \tilde{\mu} \equiv \frac{\mu}{\hbar\omega}. \quad (7.66)$$

Solutions of Eqs. (8.80)-(7.62) represent quantized states in the harmonic trap. The ground state and first five excited states for the $\ell = 2$ topological vortex are shown in Figure 7.16.

Next, we compute the discrete eigenvalue spectrum for vortices bound in a harmonic potential. As a first step, we find the normalization condition for bound states
to be
\[ \int \chi d\chi (|\eta_A(\chi)|^2 + |\eta_B(\chi)|^2) = \mathcal{N}, \]  
(7.67)
where the right hand side is given by
\[ \mathcal{N} = \frac{\sqrt{3} \hbar \omega N U}{3 t_h^2}. \]  
(7.68)

To compute the spectra, we fix \( Q \) (which is the same as fixing \( \omega \) and thus the oscillator length) and vary \( \bar{\mu} \), calculating the norm \( \mathcal{N} \) for each value of \( \bar{\mu} \). This gives the paired values \((\mathcal{N}, \bar{\mu})\). If in addition, we take the total number of particle \( N \) to be fixed, we obtain an effective relation between the chemical potential \( \mu \) and the interaction \( U \). The values for the free parameter in the Taylor expansion, \( a_0 \), normalization \( \mathcal{N} \), and corresponding chemical potential \( \bar{\mu} = \mu / \hbar \omega \), are tabulated in Table 7.3 for the radial ground state of the \( \ell = 2 \) topological vortex shown in Figure 7.16(a). Plots of this data along with the spectra for other solutions are shown in Chapter 6. We have taken \( Q = 0.001 \) for all of our calculations.

### 7.5 Relativistic Linear Stability Equations

Bogoliubov’s method was originally introduced in his 1947 paper [57] (see also [235, 236] for thorough contemporary treatments), and the concept later generalized by Fetter [66] to accommodate nonuniform condensate profiles. The latter formulation gives a convenient method for computing quasi-particle states and the associated eigenvalues by simply substituting the spatial functions for a particular background condensate into a pair of coupled differential equations, and then solving the resulting eigenvalue problem. Fetter’s extended method was designed with a vortex profile in mind, and has been proven successful in determining the stability of vortices in trapped condensates as well as for gaining a deeper understanding of general vortex dynamics [28, 29, 175]. The set of equations that we will derive in this section form
<table>
<thead>
<tr>
<th>Free parameter $a_0$</th>
<th>Normalization $N$</th>
<th>Chemical potential $\bar{\mu}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.000000003</td>
<td>$1.9679 \times 10^{-3}$</td>
<td>1.8</td>
</tr>
<tr>
<td>0.0000 0365</td>
<td>0.29560</td>
<td>2</td>
</tr>
<tr>
<td>0.0000 1018</td>
<td>1.85630</td>
<td>3</td>
</tr>
<tr>
<td>0.0000 1532 51</td>
<td>3.63288</td>
<td>4</td>
</tr>
<tr>
<td>0.0000 2089 47</td>
<td>5.87547</td>
<td>5</td>
</tr>
<tr>
<td>0.0000 2708 8395</td>
<td>8.62326</td>
<td>6</td>
</tr>
<tr>
<td>0.0000 3387 0293</td>
<td>11.72273</td>
<td>7</td>
</tr>
<tr>
<td>0.0000 4118 5861 75</td>
<td>15.54209</td>
<td>8</td>
</tr>
<tr>
<td>0.0000 4899 1422 392</td>
<td>20.12707</td>
<td>9</td>
</tr>
<tr>
<td>0.0000 5725 2724 4133</td>
<td>24.87695</td>
<td>10</td>
</tr>
<tr>
<td>0.0000 6594 2040 6807 59</td>
<td>30.25986</td>
<td>11</td>
</tr>
<tr>
<td>0.0000 75036 2691 0578 11</td>
<td>35.51507</td>
<td>12</td>
</tr>
<tr>
<td>0.0000 8451 5722 6783 7827 3795</td>
<td>37.30714</td>
<td>13</td>
</tr>
</tbody>
</table>

Table 7.3: Numbers for computing spectra of $\ell = 2$ topological vortex ground state solution.

the counterpart to Fetter’s equations, but for trapped condensates that exhibit a Dirac point in their reciprocal lattice dispersion [184]. We call them relativistic linear stability equations (RLSE) because of the quasi-relativistic context of our theory and the similarity to the analog equations that appear in relativistic fluid dynamics. It is noteworthy that our result is not limited to the honeycomb optical lattice but applies generically to any system where the linear dispersion and bipartite structure are present, and where the contact interaction between the constituent bosons is weak.

Mathematically, the essence of our derivation is contained in two steps: (1) transformation of a spatially continuous second quantized Hamiltonian into a spatially discrete one through an operation $\mathcal{F}$; (2) diagonalization of the Hamiltonian with an appropriate unitary transformation $\mathcal{G}$. The effect of $\mathcal{F}$ is to take the system from the continuum to the tight-binding limit on the lattice, and $\mathcal{G}$ is equivalent to a Bogoliubov rotation. We will see that the final result is independent of the order
of these operations so that the full procedure can be summarized abstractly by the commutative diagram

\[
\begin{array}{c}
X \rightarrow Y \\
\downarrow \, \downarrow g \\
Y' \rightarrow Z \\
f
\end{array}
\]  

(7.69)

where \( X, Y, Y', \) and \( Z \) are the categories made up of the operator algebra \( \hat{\mathcal{A}} \) and Hilbert space \( \mathcal{H} \) of the theory at each step, e.g., \( X \equiv \{ \hat{\mathcal{A}}; \mathcal{H} \} \), and \( f \) and \( g \) are the morphisms induced by the operations \( F \) and \( G \).

### 7.5.1 Derivation

In deriving the RLSE we have relied fundamentally on Bogoliubov’s method [57] as the underlying principle, and referred to Fetter’s work [66] for technical considerations regarding nonuniform condensates. First, we recall the second-quantized many-body Hamiltonian for weakly interacting bosons

\[
\hat{H} = \int d^2r \hat{\psi}^\dagger H_0 \hat{\psi} + \frac{g}{2} \int d^2r \hat{\psi}^\dagger \hat{\psi}^\dagger \hat{\psi} \hat{\psi},
\]

(7.70)

where, \( H_0 \equiv -\frac{\hbar^2}{2m} \nabla^2 + V(r) \).

(7.71)

Here, \( V(r) \) is the lattice potential and \( g \) is the strength of the contact interaction. The first step is to decompose the wavefunction as the sum \( \hat{\psi}(r) = \zeta(r) \hat{a}_0 + \hat{\phi}(r) \), where we have split the wavefunction into a part that describes the condensate (first term) and satisfies the bosonic commutation relation \( [\hat{a}_0, \hat{a}_0^\dagger] = 1 \), and a second part that describes the quasi-particle fluctuations. It is clear that the first term describes the condensate since it destroys a particle in the mean field \( \zeta \), which, by itself, is a good approximation to \( \hat{\psi} \). The second term destroys a particle in a number of single particle basis states of the noninteracting system and describes the part of \( \hat{\psi} \) that deviates
from the mean field. Taking the Bogoliubov limit requires \( \hat{a}_0 \to N_0^{1/2} \), but we choose to compute the commutator before taking this limit in order to retain the effect of the presence of a macroscopic condensate field. We can obtain the commutation relations for \( \hat{\phi} \) and \( \hat{\phi}^\dagger \) by knowing that \( \hat{\psi} \) and \( \hat{\psi}^\dagger \) obey commutation rules for bosons. We obtain the quasi-particle commutation relations:

\[
\left[ \hat{\phi}(r) , \hat{\phi}^\dagger(r') \right] = \delta(r - r') - \zeta(r) \zeta^*(r'), \\
\left[ \hat{\phi}(r) , \hat{\phi}(r') \right] = 0, \left[ \hat{\phi}^\dagger(r) , \hat{\phi}^\dagger(r') \right] = 0.
\]

In the Bogoliubov limit, the condensate wavefunction has no operator part in which case \( \hat{\psi} \) may be written as \( \hat{\psi}(r) = \Psi(r) + \hat{\phi}(r) \).

The condensate wavefunction has well defined phase and particle density and so may be expressed as: \( \Psi(r) = \sqrt{N_0/A} e^{iS(r)} \sqrt{\rho(r)} \), where \( A \) is the area covered by the planar condensate. Note that the radial part is normalized as \( A^{-1} \int d^2 r \rho(r) = 1 \).

Next, we transform to the new Hamiltonian defined by: \( \hat{K} = \hat{H} - \mu \hat{N} = \hat{H} - \mu \int d^2 r \hat{\psi}^\dagger \hat{\psi} \), and we expand through second order in the operator part, eliminating the linear terms by forcing the condensate wavefunction to satisfy the constraint: \( (H_0 - \mu + g |\Psi|^2)\Psi = 0 \). We arrive at the Bogoliubov Hamiltonian: \( \hat{K} = \hat{K}_0 + \hat{K}_2 \), wherein zero-order and second-order operator terms are grouped into \( \hat{K}_0 \) and \( \hat{K}_2 \) respectively. These are defined as

\[
\hat{K}_0 = \int d^2 r \Psi^*(r) \left[ H_0 - \mu + \frac{g}{2} |\Psi(r)|^2 \right] \Psi(r), \\
\hat{K}_2 = \int d^2 r \left[ \hat{H}_0 - \mu + 2g |\Psi(r)|^2 \right] \hat{\phi}(r) + \frac{g}{2} \int d^2 r \left\{ [\Psi^*(r)]^2 \hat{\phi}(r) \hat{\phi}(r) + \hat{\phi}^\dagger(r) \hat{\phi}^\dagger(r) [\Psi(r)]^2 \right\}.
\]

Note that, in addition to the kinetic operator, we also have an arbitrary external potential in the first two terms, which in our case will be the periodic potential of the optical lattice. Eq.(7.72) is quadratic in the field operators and so may be diagonalized with the appropriate field redefinition. To diagonalize Eq.(7.72), we first
apply the linear transformation: 

$$\hat{\phi}(\mathbf{r}) = e^{i S(\mathbf{r})} \sum_{j} \left[ u_j(\mathbf{r}) \hat{\alpha}_j - v_j^*(\mathbf{r}) \hat{\alpha}_j^\dagger \right]$$

and

$$\hat{\phi}^\dagger(\mathbf{r}) = e^{-i S(\mathbf{r})} \sum_{j} \left[ u_j^*(\mathbf{r}) \hat{\alpha}_j^\dagger - v_j(\mathbf{r}) \hat{\alpha}_j \right],$$

where the prime notation on the summation sign indicates that we are omitting the condensate from the sum. The \(\hat{\alpha}_j\)'s and \(\hat{\alpha}_j^\dagger\)'s inherit standard bosonic commutation relations from \(\hat{\phi}\) and \(\hat{\phi}^\dagger\), and the spatially dependent transformation coefficients \(u_j(\mathbf{r})\) and \(v_j(\mathbf{r})\) obey the completeness relations

$$\sum_j \left[ u_j(\mathbf{r}) u_j^*(\mathbf{r}') - v_j^*(\mathbf{r}) v_j(\mathbf{r}') \right] = \delta(\mathbf{r}, \mathbf{r}'), \quad 7.73$$

$$\sum_j \left[ u_j(\mathbf{r}) v_j^*(\mathbf{r}') - v_j^*(\mathbf{r}) u_j(\mathbf{r}') \right] = 0, \quad 7.74$$

$$\sum_j \left[ u_j^*(\mathbf{r}) v_j(\mathbf{r}') - v_j(\mathbf{r}) u_j^*(\mathbf{r}') \right] = 0. \quad 7.75$$

So far, our discussion has taken place in two continuous spatial dimensions constrained only at the boundary by a trapping potential. We now want to translate to a formalism that fits a two-dimensional periodic optical lattice potential with hexagonal geometry. This is done by assuming a tight-binding limit at each lattice site. Formally, this corresponds to expanding the wavefunction in terms of a Wannier basis: functions which are localized and centered on each lattice site. The nearest-neighbor approximation then allows for a decomposition of the condensate and operator parts in terms of individual sublattices labeled \(A\) and \(B\). In this new basis, the spatial dependence of the condensate and quasi-particle functions follows:

$$\Psi(\mathbf{r}) = \sum_A e^{i \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}_A)} \sqrt{n_{A_i}} e^{i S_{A_i}} w(\mathbf{r} - \mathbf{r}_A)$$

$$+ \sum_B e^{i \mathbf{k} \cdot (\mathbf{r} - \mathbf{r}_B)} \sqrt{n_{B_i}} e^{i S_{B_i}} w(\mathbf{r} - \mathbf{r}_B), \quad 7.76$$

$$\hat{\phi}(\mathbf{r}) = e^{i S(\mathbf{r})} \sum_{A,j} \left[ u_{j,A_i}(\mathbf{r} - \mathbf{r}_A) \hat{\alpha}_j - v_{j,A_i}^*(\mathbf{r} - \mathbf{r}_A) \hat{\alpha}_j^\dagger \right]$$

$$+ e^{i S(\mathbf{r})} \sum_{B,j} \left[ u_{j,B_i}(\mathbf{r} - \mathbf{r}_B) \hat{\beta}_j - v_{j,B_i}^*(\mathbf{r} - \mathbf{r}_B) \hat{\beta}_j^\dagger \right]. \quad 7.77$$
7.5.2 First Method - Tight-Binding Limit Followed by Diagonalization of the Quasi-Particle Hamiltonian

We substitute these expressions into the Hamiltonian then take the long-wavelength limit, while translating the exponential (crystal) momentum factors to coincide with the Dirac point. The continuum limit effectively converts the sublattice sums into integrals. By performing one of the integrations, over the A sublattice, say, while adhering to nearest neighbor overlaps, we obtain the affective Hamiltonian for the condensate and quasi-particles: \( \hat{H} = \hat{K}_0 + \hat{K}_2 \), where

\[
\hat{K}_0 = \int d^2r \left[ i\hbar c_1 \psi_A(r) \mathcal{D}_B(r) + i\hbar c_1 \psi_B(r) \mathcal{D}_A^* \psi_A(r) + \frac{U}{2} |\psi_A(r)|^4 + \frac{U}{2} |\psi_B(r)|^4 \right],
\]

\[
\hat{K}_2 = \sum_{j,k} \int d^2r \left\{ \hat{\alpha}_j \hat{\beta}^\dagger_k c_i v_{j,A} \mathcal{D}^* v_{k,B}^* + \hat{\beta}_j \hat{\alpha}^\dagger_k c_i v_{j,B} \mathcal{D} v_{k,A}^* + 2U \hat{\alpha}_j \hat{\beta}_k v_{j,A} v_{j,A}^* \right\}
\]

\[
+ 2U \hat{\beta}_j \hat{\beta}_k v_{j,B} |\psi_B|^2 v_{k,B}^* - \frac{1}{2} U |\psi_A|^2 \hat{\alpha}_j \hat{\alpha}^\dagger_k (u_{j,A} v_{k,A}^* + u_{k,A}^* v_{j,A})
\]

\[
- \frac{1}{2} U |\psi_B|^2 \hat{\beta}_j \hat{\beta}_k (u_{j,B} v_{k,B}^* + u_{k,B}^* v_{j,B}) + \hat{\alpha}_j \hat{\beta}_k c_i u_{j,A} \mathcal{D}^* u_{k,B}
\]

\[
+ \hat{\beta}_j \hat{\alpha}_k c_i u_{j,B} \mathcal{D} u_{k,A} + 2U \hat{\alpha}_j \hat{\alpha}_k u_{j,A} |\psi_A|^2 u_{k,A} + 2U \hat{\beta}_j \hat{\beta}_k u_{j,B} |\psi_B|^2 u_{k,B}
\]

\[
- \frac{1}{2} U |\psi_A|^2 \hat{\alpha}_j \hat{\alpha}_k (v_{j,A}^* u_{k,A} + v_{k,A} u_{j,A}^*) - \frac{1}{2} U |\psi_B|^2 \hat{\beta}_j \hat{\beta}_k (v_{j,B}^* u_{k,B} + v_{k,B} u_{j,B}^*)
\]

\[
- \hat{\alpha}_j \hat{\beta}_k c_i v_{j,A} \mathcal{D}^* u_{k,B} - \hat{\beta}_j \hat{\alpha}_k c_i v_{j,B} \mathcal{D} u_{k,A} - 2U \hat{\alpha}_j \hat{\alpha}_k v_{j,A} |\psi_A|^2 u_{k,A}
\]

\[
- 2U \hat{\beta}_j \hat{\beta}_k v_{j,B} |\psi_B|^2 u_{k,B} + \frac{1}{2} U |\psi_A|^2 \hat{\alpha}_j \hat{\alpha}_k (u_{j,A} v_{k,A} + v_{k,A}^* u_{j,A})
\]

\[
+ \frac{1}{2} U |\psi_B|^2 \hat{\beta}_j \hat{\beta}_k (u_{j,B} v_{k,B} + v_{k,B}^* u_{j,B}) - \hat{\alpha}_j \hat{\alpha}_k c_i u_{j,A} \mathcal{D}^* v_{k,B}^*
\]

\[
- c_i \hat{\beta}_j \hat{\alpha}_k u_{j,B} \mathcal{D} v_{k,A}^* - 2U \hat{\alpha}_j \hat{\alpha}_k u_{j,A} |\psi_A|^2 v_{k,A}^* - 2U \hat{\beta}_j \hat{\beta}_k u_{j,B} |\psi_B|^2 v_{k,B}^*
\]

\[
+ \frac{1}{2} U |\psi_A|^2 \hat{\alpha}_j \hat{\alpha}_k (u_{j,A}^* v_{k,A} + v_{k,A}^* u_{j,A})
\]

\[
+ \frac{1}{2} U |\psi_B|^2 \hat{\beta}_j \hat{\beta}_k (u_{j,B}^* v_{k,B} + v_{k,B}^* u_{j,B}) \right\}. \tag{7.79}
\]

Note that we have defined the condensate two-spinor in terms of the A and B sublattice components: \( \Psi(r) = [\psi_A(r), \psi_B(r)]^T \). Next, we isolate the first six terms (terms
with the daggered operator to the right) and write them as a matrix contraction of two pure operator valued vectors,

$$\begin{pmatrix} \hat{\alpha}_j, \hat{\beta}_j \end{pmatrix} \begin{pmatrix} A_{u,v} & D_{A,B} \\ D_{B,A} & B_{u,v} \end{pmatrix} \begin{pmatrix} \hat{\alpha}^\dagger_k \\ \hat{\beta}^\dagger_k \end{pmatrix},$$  \hspace{1cm} (7.80)

where

$$A_{u,v} \equiv 2 U v_j, A |\psi_A|^2 v^*_k, A - \frac{1}{2} U |\psi_A|^2 (u_j, A v^*_k, A + u^*_k, A v_j, A),$$  \hspace{1cm} (7.81)

$$B_{u,v} \equiv 2 U v_j, B |\psi_B|^2 v^*_k, B - \frac{1}{2} U |\psi_B|^2 (u_j, B v^*_k, B + u^*_k, B v_j, B),$$  \hspace{1cm} (7.82)

$$D_{A,B} \equiv \hbar c v_j, A D^* v^*_k, B,.$$  \hspace{1cm} (7.83)

$$D_{B,A} \equiv \hbar c v_j, B D v^*_k, A.$$  \hspace{1cm} (7.84)

The eigenvalues are then obtained by

$$\det \begin{pmatrix} A_{u,v} - \lambda & D_{A,B} \\ D_{B,A} & B_{u,v} - \lambda \end{pmatrix} = 0,$$  \hspace{1cm} (7.85)

$$\Rightarrow$$

$$(A_{u,v} - \lambda) (B_{u,v} - \lambda) - D_{A,B} D_{B,A} = 0,$$  \hspace{1cm} (7.86)

$$\lambda_\pm = \frac{(A_{u,v} + B_{u,v})}{2} \pm \frac{1}{2} \sqrt{(A_{u,v} - B_{u,v}) + 4 D_{A,B} D_{B,A}},$$  \hspace{1cm} (7.87)

and the corresponding eigenvectors follow:

$$\vec{V}_\pm = \begin{pmatrix} 1 \\ \frac{D_{B,A}}{(\lambda_\pm - B_{u,v})} \end{pmatrix}.$$  \hspace{1cm} (7.88)

The unitary matrix that diagonalizes Eq.(7.80) is

$$U = \frac{1}{\sqrt{2}} \begin{pmatrix} 1 & 1 \\ \frac{D_{B,A}}{(\lambda_+ - B_{u,v})} & \frac{D_{B,A}}{(\lambda_- - B_{u,v})} \end{pmatrix}.$$  \hspace{1cm} (7.89)

The first six terms in Eq. (7.79) may be expressed in the new basis as

$$\lambda_{+\{jk\}} \hat{c}_{+,j} \hat{c}^\dagger_{+,k} + \lambda_{-\{jk\}} \hat{c}_{-,j} \hat{c}^\dagger_{-,k},$$  \hspace{1cm} (7.90)
where we have included the \( j, k \) subscripts on the eigenvalues to be fully descriptive.

The new quasi-particle operators can be written in terms of the old ones as

\[
\hat{c}^\dagger_{\pm,j} = \frac{1}{\sqrt{2}} \left[ \hat{a}^\dagger_{j} + \frac{D_{B,A}^*}{(\lambda^*_{\pm(jk)} - B_{u,v}^*)^{1/2}} \hat{b}^\dagger_{j} \right].
\] (7.91)

Note that the right hand side is \( k \)-dependent which is implied on the left. The substance of the transformation is contained in the momentum and space-dependent eigenvalues

\[
\lambda_{\pm(jk)} = U v_{j,A} |\psi_A|^2 v_{k,A}^* - \frac{1}{4} U |\psi_A|^2 (u_{j,A} v_{k,A}^* + u_{k,A}^* v_{j,A}) + U v_{j,B} |\psi_B|^2 v_{k,B}^* \\
- \frac{1}{4} U |\psi_B|^2 (u_{j,B} v_{k,B}^* + u_{k,B}^* v_{j,B}) \\
\pm \left\{ U v_{j,A} |\psi_A|^2 v_{k,A}^* - \frac{1}{4} U |\psi_A|^2 (u_{j,A} v_{k,A}^* + u_{k,A}^* v_{j,A}) \\
- U v_{j,B} |\psi_B|^2 v_{k,B}^* + \frac{1}{4} U |\psi_B|^2 (u_{j,B} v_{k,B}^* + u_{k,B}^* v_{j,B}) \right\}^2 \\
+ (\hbar c)^2 v_{j,A} (D^* v_{k,B}^*) v_{j,B} (D v_{k,A}^*) \right\}^{1/2}.
\] (7.92)

The next step is to constrain the quasi-particle amplitudes in Eq. (7.93) (the \( u \)'s and \( v \)'s) in order to diagonalize the Hamiltonian with respect to the momentum indices \( j \) and \( k \). First, we let

\[
\hbar c v_{j,A} D^* v_{k,B} = 2 U v_{j,A} |\psi_A|^2 v_{k,A}^* - \frac{1}{2} U |\psi_A|^2 (u_{j,A} v_{k,A}^* + u_{k,A}^* v_{j,A}) \\
\hbar c v_{j,B} D v_{k,A}^* = 2 U v_{j,B} |\psi_B|^2 v_{k,B}^* - \frac{1}{2} U |\psi_B|^2 (u_{j,B} v_{k,B}^* + u_{k,B}^* v_{j,B}),
\] (7.94)

and then substitute these into Eq.(7.93), which reduces the two eigenvalues to
λ_{jk} = -\mu v_{j,A} v_{k,A}^* + 2 U v_{j,A} |\psi_A|^2 v_{k,A}^* \\
-\frac{1}{2} U |\psi_A|^2 (u_{j,A} v_{k,A}^* + u_{k,A}^* v_{j,A}) \\
-\mu v_{j,B} v_{k,B}^* + 2 U v_{j,B} |\psi_B|^2 v_{k,B}^* \\
-\frac{1}{2} U |\psi_B|^2 (u_{j,B} v_{k,B}^* + u_{k,B}^* v_{j,B})

\text{and},

\lambda_{-jk} = 0, \quad (7.95)

where we have reinserted the chemical potential terms. It is important that Eqs. (7.94) depend only on one index so that quasi-particle amplitudes for different eigenenergies are not coupled. Dividing Eqs. (7.94) through by $v_{j,A}$ and $v_{j,B}$, respectively, cancels all $j$-index terms except for ones that appear as $u_{j,A}/v_{j,A}$ and $u_{j,B}/v_{j,B}$. To completely decouple the $j$-$k$ modes, we must ensure that $u_{j,A}/v_{j,A} = u_{j,B}/v_{j,B} = \eta(\vec{r})$, i.e., the amplitudes for any given quasi-particle mode have the same relative spatial form. We can then rewrite $\lambda_{+jk}$ as

$$
\lambda_{+jk} = \frac{1}{2} \hbar c v_{j,A} D^* v_{k,B} - \frac{1}{2} \mu v_{j,A} v_{k,A}^* \\
+ U v_{j,A} |\psi_A|^2 v_{k,A}^* - \frac{1}{4} U |\psi_A|^2 (u_{j,A} v_{k,A}^* + u_{k,A}^* v_{j,A}) \\
+ \frac{1}{2} \hbar c v_{j,B} D v_{k,A} - \frac{1}{2} \mu v_{j,B} v_{k,B}^* \\
+ U v_{j,B} |\psi_B|^2 v_{k,B}^* - \frac{1}{4} U |\psi_B|^2 (u_{j,B} v_{k,B}^* + u_{k,B}^* v_{j,B}). \quad (7.96)
$$

Finally, we impose the constraints

$$
-\frac{1}{4} E_k v_{k,A}^* = \frac{1}{4} \hbar c D^* v_{k,B}^* - \frac{1}{4} \mu v_{k,A} + \frac{1}{2} U |\psi_A|^2 v_{k,A}^* - \frac{1}{4} U |\psi_A|^2 u_{k,A} \quad (7.97)
$$
$$
-\frac{1}{4} E_j v_{j,A}^* = \frac{1}{4} \hbar c D^* v_{j,B}^* - \frac{1}{4} \mu v_{j,A} + \frac{1}{2} U |\psi_A|^2 v_{j,A}^* - \frac{1}{4} U |\psi_A|^2 u_{j,A}. \quad (7.98)
$$

Multiplying Eqs. (7.97) and (7.98) by $v_{j,A}$ and $v_{k,A}^*$, respectively, and using the property that $\int d^2r v_{j,B} D v_{k,A}^* = \int d^2r (D^* v_{j,B}) v_{k,A}^*$, we may separate out $1/2$ of each derivative term in Eq. (7.96), which reduces the non-derivative terms in the first line.
of Eq. (7.96) to
\[-\frac{1}{4}(E_k + E_j) v_{k,A}^* v_{j,A} .\]  

(7.99)

We may reduce the second line using the other half of each derivative term, thereby condensing the eigenvalues down to
\[\lambda_{\{jk\}} = -\frac{1}{4}(E_k + E_j) (v_{k,A}^* v_{j,A} + v_{k,B}^* v_{j,B}) .\]  

(7.100)

The next six terms in Eq.(7.79) may be diagonalized in a similar way yielding the eigenvalues
\[\lambda_{\{jk\}} = -\mu u_{j,A}^* u_{k,A} + 2 U u_{j,A}^* |\psi_A|^2 u_{k,A} \]
\[-\frac{1}{2} U |\psi_A|^2 (v_{j,A}^* u_{k,A} + v_{k,A} u_{j,A}^*) \]
\[-\mu u_{j,B}^* u_{k,B} + 2 U u_{j,B}^* |\psi_B|^2 u_{k,B} \]
\[-\frac{1}{2} U |\psi_B|^2 (v_{j,B}^* u_{k,B} + v_{k,B} u_{j,B}^*) \]
and,
\[\lambda_{\{-jk\}} = 0 .\]  

(7.101)

Following our previous steps, we obtain
\[\lambda_{\{jk\}} = \frac{1}{4}(E_k + E_j) (u_{k,A}^* u_{j,A} + u_{k,B}^* u_{j,B}) .\]  

(7.102)

Combining Eqs. (7.100) and (7.102), and inserting the quasi-particle operators, reduces the first twelve terms in Eq. (7.79) to the expression
\[\frac{1}{4} \sum_{j,k} d^2r (E_j + E_k) \left[ \hat{c}_{+,j}^\dagger \hat{c}_{+,k} (u_{k,A}^* u_{j,A} + u_{k,B}^* u_{j,B}) - \hat{c}_{+,j} \hat{c}_{+,k}^\dagger (v_{k,A}^* v_{j,A} + v_{k,B}^* v_{j,B}) \right] .\]  

(7.103)

For the special case where \(j = k\), we may further combine the terms at the cost of an extra c-number term to arrive at
\[-\frac{1}{2} \sum_{k} \int d^{2}r \left( 2E_{k}(v^{*}_{k,A}v_{k,A} + v^{*}_{k,B}v_{k,B}) \right) \]
\[+ \frac{1}{4} \sum_{j,k} \int d^{2}r \left( E_{j} + E_{k} \right) \hat{c}_{+j,k}^{\dagger} \hat{c}_{+j,k} (u^{*}_{k,A}u_{j,A} - v^{*}_{k,A}v_{j,A} + u^{*}_{k,B}u_{j,B} - v^{*}_{k,B}v_{j,B}) \].

(7.104)

Applying the completeness relations \( \int d^{2}r \left( u^{*}_{k,A}u_{j,A} - v^{*}_{k,A}v_{j,A} \right) = \delta_{i,j} \) and \( \int d^{2}r \left( u^{*}_{k,B}u_{j,B} - v^{*}_{k,A}v_{j,B} \right) = \delta_{i,j} \), contracts Eq. (7.104) down to

\[-\sum_{k} \int d^{2}r E_{k} \left( |v_{k,A}|^{2} + |v_{k,B}|^{2} \right) + \sum_{k} E_{k} \hat{c}_{+k}^{\dagger} \hat{c}_{+k}. \]

(7.105)

Diagonalizing the rest of Eq.(7.79) (terms with no daggered operators and ones with only daggered operators) by capitalizing on the \( j-k \) symmetry of terms such as \( \int d^{2}r u_{k,A}v_{j,A} \), and anti-symmetry of the \( (E_{j} - E_{k}) \) factor, we obtain the final form of the interacting Hamiltonian

\[ \hat{H} = \int d^{2}r \left[ i\hbar c_{l} \psi^{*}_{A}(r)(\partial_{x} + i\partial_{y})\psi_{B}(r) + i\hbar c_{l} \psi^{*}_{B}(r)(\partial_{x} - i\partial_{y})\psi_{A}(r) \right] + \frac{U}{2} |\psi_{A}(r)|^{4} + \frac{U}{2} |\psi_{B}(r)|^{4} \]  
\[ - \sum_{j} E_{j} \int d^{2}r \psi_{j}^{T*} \psi_{j} + \sum_{j} E_{j} \hat{c}_{+j}^{\dagger} \hat{c}_{+j}, \]  

(7.106)

with the resulting constraints on quasi-particle amplitudes given by

\[ i \hbar c_{l} D^{*}u_{j,B} - \mu u_{j,A} + 2U |\psi_{A}|^{2} v_{j,A} - U |\psi_{A}|^{2} v_{j,A} = E_{j}u_{j,A}, \]

(7.107)
\[ i \hbar c_{l} D u_{j,A} - \mu u_{j,B} + 2U |\psi_{B}|^{2} u_{j,B} - U |\psi_{B}|^{2} u_{j,B} = E_{j}u_{j,B}, \]

(7.108)
\[ i \hbar c_{l} D v_{j,B} - \mu v_{j,A} + 2U |\psi_{A}|^{2} v_{j,A} - U |\psi_{A}|^{2} v_{j,A} = -E_{j}v_{j,A}, \]

(7.109)
\[ i \hbar c_{l} D^{*}v_{j,A} - \mu v_{j,B} + 2U |\psi_{B}|^{2} u_{j,B} - U |\psi_{B}|^{2} u_{j,B} = -E_{j}v_{j,B}. \]

(7.110)

### 7.5.3 Second Method - Diagonalize the Quasi-Particle Hamiltonian then Impose Tight-Binding

Although the first method is cumbersome, it is the more rigorous approach and instills confidence in the final constraint equations. A shorter approach is to first...
obtain the usual Bogoliubov equations for a condensate not confined in a lattice, and then apply the tight-binding limit directly. The Bogoliubov Hamiltonian is

\[
\hat{H} = \int d^2 r \Psi^*(\mathbf{r}) \left[ H_0 - \mu + \frac{g}{2} |\Psi(\mathbf{r})|^2 \right] \Psi(\mathbf{r})
- \sum_j' E_j \int d^2 r |v_j(\mathbf{r})|^2 + \sum_j' E_j \alpha_j^\dagger \alpha_j ,
\]

(7.111)

with the constraint equations (BdGE) given by

\[
\mathcal{L} u_j - g |\Psi|^2 v_j = E_j u_j
\]

(7.112)

\[
\mathcal{L}^* v_j - g |\Psi|^2 u_j = -E_j v_j.
\]

(7.113)

In Eqs. (7.112)-(7.113), \( \mathcal{L} \) is a differential operator which combines terms that couple the quasi-particle and condensate velocities. An additional implicit constraint is that \( \Psi \) satisfies the nonlinear Schrödinger equation. To pass to the tight-binding limit, we express all spatial functions in Eqs. (7.111)-(7.113) in terms of Wannier functions for the individual sublattices, and evaluate the Bloch plane wave factors at the Dirac point momentum. Adhering to nearest-neighbor overlap for on-site Wannier functions, we integrate out spatial degrees of freedom (which splits the honeycomb lattice into A and B sublattices), regroup terms into finite differences, and then take the continuum limit. Eq. (7.111) then transforms to Eq. (7.106), while Eqs. (7.112)-(7.113) transform to Eqs. (7.107)-(7.110) with several additional derivative terms contained in \( \mathcal{L} \) as follows

\[
-\frac{\hbar^2}{2m} \left[ \nabla^2 + i \nabla^2 \phi + 2i \nabla \phi \cdot \nabla - (\nabla \phi)^2 \right] u_j ,
\]

(7.114)

where \( \phi \) is the condensate phase. After going through the steps that culminate in the tight-binding continuum limit, these terms transform to

\[
\imath \hbar c_i \mathcal{D}^* u_{k,B(A)} + \left[ -\imath \hbar \tau_1 \nabla \phi_{A(B)} \cdot \nabla + \hbar \tau_2 |\nabla \phi_{A(B)}| - \imath \hbar \tau_3 (\nabla^2 \phi_{A(B)}) \right] u_{k,A(B)} ,
\]

(7.115)
where the coefficients encapsulate the spatial integrals as follows: \( \tau_1 \propto | \int dr w_A^* \nabla \phi A | \), \( \tau_2 \propto | \int dr w_A^* (\nabla \phi) w_A | \), \( \tau_3 \propto | \int dr w_A^* |\nabla \phi|^2 w_A | \). These extra terms depend on the condensate phase \( \phi_{A(B)} \), and so couple the superfluid velocity to the quasi-particle excitations. In particular, the term with coefficient \( \tau_1 \) depends on the direction of quasi-particle emission relative to the motion of the condensate. The \textit{relativistic linear stability equations}, Eqs. (7.107)-(7.110), may be expressed in compact notation as

\[
\tilde{\mathcal{D}} u_k - U \tilde{\Psi} \nu_k = \tilde{E}_k u_k, \quad (7.116)
\]
\[
\tilde{\mathcal{D}}^* \nu_k - U \tilde{\Psi} u_k = -\tilde{E}_k \nu_k, \quad (7.117)
\]

where

\[
\tilde{\Psi} \equiv \text{diag}(|\psi_A|^2, |\psi_B|^2), \quad (7.118)
\]
\[
\tilde{E}_k \equiv \text{diag}(E_k, E_k), \quad (7.119)
\]
\[
[\tilde{\mathcal{D}}]_{1,1} \equiv -\mu + 2U |\psi_A|^2 - i\hbar \tau_1 \nabla \phi_A \cdot \nabla \\
+ \hbar \tau_2 |\nabla \phi_A| - i\hbar \tau_3 (\nabla^2 \phi_A), \quad (7.120)
\]
\[
[\tilde{\mathcal{D}}]_{2,2} \equiv -\mu + 2U |\psi_B|^2 - i\hbar \tau_1 \nabla \phi_B \cdot \nabla \\
+ \hbar \tau_2 |\nabla \phi_B| - i\hbar \tau_3 (\nabla^2 \phi_B), \quad (7.121)
\]
\[
[\tilde{\mathcal{D}}]_{1,2} = [\tilde{\mathcal{D}}]^*_{2,1} \equiv i\hbar c D^*. \quad (7.122)
\]

### 7.5.4 Proof of NLDE Limit to NLSE

The standard Dirac equation has a well defined non-relativistic limit to the Schrödinger equation. The proof uses the fact that, in the low energy limit, the mass term (the term multiplied by \( mc^2 \)) is the largest contribution to the energy. One spinor equation is back-substituted into the remaining equation and the approximation reduces this down to an expression that has the correct Schrödinger kinetic term. It is natural to ask if there exists some limit in which our nonlinear Dirac equation reduces to the nonlinear Schrödinger equation, and, if so, how to tune the parameters in order to observe this transition in the laboratory. To show that the NLDE can be reduced to
the NLSE, we start from the discrete nonlinear Dirac equation for one Dirac point, which is an intermediate step in deriving the NLDE:

\[
\begin{align*}
-t_h \left( \psi_{B_j} e^{i \mathbf{k} \cdot \delta_3} + \psi_{B_{j-n_1}} e^{i \mathbf{k} \cdot \delta_1} + \psi_{B_{j-n_2}} e^{i \mathbf{k} \cdot \delta_2} \right) - t_0 \psi_{A_j} + U \left[ |\psi_{A_j}|^2 \psi_{A_j} \right] = 0 . \\
-t_h \left( \psi_{A_j} e^{-i \mathbf{k} \cdot \delta_3} + \psi_{A_{j+n_1}} e^{-i \mathbf{k} \cdot \delta_1} + \psi_{A_{j+n_2}} e^{-i \mathbf{k} \cdot \delta_2} \right) - t_0 \psi_{B_j} + U \left[ |\psi_{B_j}|^2 \psi_{B_j} \right] = 0 .
\end{align*}
\] (7.123) (7.124)

Physically, \( t_h, t_0, U \), and \( \mathbf{k} \) are the hopping, same site, and on-site interaction energies and crystal momentum, respectively. The \( \delta \)'s, \( \mathbf{n} \)'s, and 2D vector indices \( j \) are the lattice vectors described in our original derivation \[52\]. For weak interactions, we can make the on-site energy much larger than the contact interaction strength by adjusting the lattice potential so that \( |t_0| \gg U \). After inserting the correct values for the lattice vectors and solving Eq. (7.124) for \( \psi_{B_j} \), to lowest order in \( U/t_0 \), we obtain

\[
\psi_{B_j} = \frac{t_h}{-t_0} \left( \psi_{A_j} + \psi_{A_{j+n_1}} e^{i2\pi/3} + \psi_{A_{j+n_2}} e^{-i2\pi/3} \right) . 
\] (7.125)

From Eq. (7.125) we may write down the corresponding expressions for neighboring sites by shifting the indices using the lattice vectors \( \mathbf{n}_j \):

\[
\begin{align*}
\psi_{B_{j-n_1}} &= \frac{t_h}{-t_0} \left[ \psi_{A_{j-n_1}} + \psi_{A_j} e^{i2\pi/3} + \psi_{A_{j+(n_2-n_1)}} e^{-i2\pi/3} \right] \\
\psi_{B_{j-n_2}} &= \frac{t_h}{-t_0} \left[ \psi_{A_{j-n_2}} + \psi_{A_{j-(n_2-n_1)}} e^{i2\pi/3} + \psi_{A_j} e^{-i2\pi/3} \right] .
\end{align*}
\] (7.126) (7.127)

Substituting Eqs. (7.125)-(7.127) into Eq. (7.123), expanding complex factors and regrouping the terms to form finite differences, we arrive at the expression

\[
\frac{t_h^2}{2t_0} \left\{ (\psi_{j+n_1} - 2\psi_j + \psi_{j-n_1}) + (\psi_{j+n_2} - 2\psi_j + \psi_{j-n_2}) \\
+ (\psi_{j+(n_2-n_1)} - 2\psi_j + \psi_{j-(n_2-n_1)}) \\
- i \sqrt{3} [ (\psi_{j+n_1} - \psi_j) + (\psi_j - \psi_{j-n_1}) - (\psi_{j+n_2} - \psi_j) \\
- (\psi_j - \psi_{j-n_2}) + (\psi_{j+(n_2-n_1)} - \psi_j) \\
+ (\psi_j - \psi_{j-(n_2-n_1)}) ] \right\} - t_0 \psi_j + U |\psi_j|^2 \psi_j = 0 .
\] (7.128)
It is somewhat surprising that this is a version of the discrete nonlinear Schrödinger equation for the honeycomb lattice in the sense that, in the continuum limit, it gives the usual nonlinear Schrödinger equation with cubic nonlinearity. Substituting the correct continuum limit forms for the finite differences and then expressing the result in $x - y$ coordinates:

\[
\frac{t_0^2 a^2}{2t_0} \left[ \left( \frac{3}{4} \frac{\partial^2}{\partial x^2} + \frac{1}{4} \frac{\partial^2}{\partial y^2} - \frac{\sqrt{3}}{2} \partial_x \partial_y \right) \psi + \left( \frac{3}{4} \frac{\partial^2}{\partial x^2} + \frac{1}{4} \frac{\partial^2}{\partial y^2} + \frac{\sqrt{3}}{2} \partial_x \partial_y \right) \psi + \frac{\partial^2 \psi}{\partial y^2} \right] - i \frac{\sqrt{3}}{a} \left( \sqrt{3} \frac{\partial \psi}{\partial x} - \frac{\partial \psi}{\partial y} - \sqrt{3} \frac{\partial \psi}{\partial x} - \frac{\partial \psi}{\partial y} + 2 \frac{\partial \psi}{\partial y} \right) - t_0 \psi + U |\psi|^2 \psi = 0, \quad (7.129)
\]

which finally reduces to

\[
\frac{t_0^2 \hbar^2 a^2}{2t_0} \left( \frac{\partial^2 \psi}{\partial x^2} + \frac{\partial^2 \psi}{\partial y^2} \right) - t_0 \psi + U |\psi|^2 \psi = 0. \quad (7.130)
\]

This is the time-independent nonlinear Schrödinger equation. Note that we have reintroduced the correct number of factors of $\hbar$ and the lattice constant $a$. By defining the effective mass and chemical potential as

\[
M_{\text{eff}} = -\frac{t_0}{t_0^2 a^2}, \quad \mu = t_0, \quad (7.131)
\]

we may write Eq. (7.130) in the more familiar form

\[
-\frac{\hbar^2}{2m} \nabla^2 \psi - \mu \psi + U |\psi|^2 \psi = 0. \quad (7.132)
\]

### 7.5.5 Proof of RLSE limit to BdGE

For states with energies that are large measured from the Dirac point (deviations from the linear theory), we expect the relativistic formalism to no longer be appropriate and expect to recover a non-relativistic Schrödinger framework for quasi-particle dynamics. Based on our discussion in Sec. 7.3, we expect to find an analogous mapping between the RLSE and the BdGE. This is indeed possible and easy to demonstrate
by writing the RLSE in discrete form similar to the method we used to show the connection between the NLDE and NLSE, i.e., by manipulating the discrete version of Eqs. (7.107)-(7.110) followed by taking the continuum limit. Grouping the equations pairwise, solving Eq. (7.108) for $u_{j,B}$, and back-substituting into Eq. (7.107), we arrive at an intermediate form where the Dirac kinetic term $D$ has been converted to the Schrödinger $\nabla^2$ form. To complete the reduction, we require the following approximation. At each lattice site, the chemical potential $\mu$ is made up of contributions from $H_0$ (kinetic and lattice potential energy) and from the contact interaction energy $U$. If the lattice potential is deep and the interaction weak, then the contribution from $H_0$ dominates the chemical potential, and we find $\mu \approx -t_0$ where $t_0$ is a self energy. If we then examine the regime where $\mu \gg U$, $\nabla \phi_{A(B)}$, $E_k$, we see that the factor multiplying the $\nabla^2$ term appears as $-t_h^2 \hbar^2 a^2/2t_0$, where $t_h$, $t_0$, and $a$ are the hopping energy, self energy, and lattice constant, respectively. We are then free to read off the effective quasi-particle mass as $m_{\text{eff}} = t_0/t_h^2 a^2$. Performing the same algebraic steps with Eqs. (7.109)-7.110), and using the same approximations, completes the reduction of the RLSE to the BdGE.

7.6 Stability of Vortex Solutions

Having obtained the RLSE by two different methods, and in light of the natural mapping that we found between these and the BdGE, we are confident that Eqs. (7.116)-(7.117) give us the correct way to compute the low-energy structure (quasi-particle states and eigenenergies) for any of the solutions in Sec. 7.3. The most immediate and pragmatic concern is the combined effect of the honeycomb lattice geometry and the inter-particle interaction on the lifetime of a vortex state. It should be emphasized that the presence of an infinite tower of negative energy states below the Dirac point seems to imply that a condensate residing there will eventually decay provided there is a mechanism for energy dissipation into noncondensate modes (i.e., secondary interactions with thermal atoms). Generically, negative energy states
are present for moving condensates for which excitations subtended by a backward cone have negative frequencies [66]. Moreover, when a vortex is present, small displacements of the core from the symmetry axis of the trap results in a precession of the core, which, when combined with dissipation, causes the vortex to spiral to the edge of the condensate. In the case of zero-lattice potential, this dynamical process is known to be driven by the anomalous modes in the linear spectrum (modes with negative energy and positive norm) [175]. The time for a vortex to spiral to the edge of the trap would then define its lifetime. We note that, in our case, this precessional motion is most likely canceled by introducing rotation to the trap as in the ordinary case with no lattice [29, 175].

To undertake a full treatment of the lifetime would mean computing this spiraling time and then comparing it with the lifetime that we compute here due to the dynamical instability from the complex frequencies. The lifetime of the vortex would then be the smaller of the two values. Nevertheless, in cases where dissipation is weak and the vortex is centered on the symmetry axis of the trap, the dominant source of instability arises from the complex eigenvalues in the solution of the RLSE. We will limit our analysis to the effect of the latter, and regard the negative, real, part of the eigenvalues from a standpoint of metastability. Physically, the complex eigenvalue gives rise to fluctuations in the angular rotation of the vortex spinor components [184]. In the case of the NLDE, this is a result of internal “friction” between the two spinor components displayed in the complex derivative terms of the Dirac kinetic energy. This drag force between the two vortex components (or between vortex and soliton) eventually causes substantial depletion of the condensate. This is the measure that we will use to compute vortex lifetimes.

**7.6.1 Solving the RLSE**

To determine stability of our vortex solutions, we expand Eqs. (7.116)-(7.117) and express them in plane-polar coordinates, factor the quasi-particle amplitudes into ra-
dial and angular parts, then substitute in the particular solution for $\psi_{A(B)}$. We then obtain a set of first-order coupled ODE's in the radial coordinate to be solved consistently for the functions $u_{A(B)}(r)$, $v_{A(B)}(r)$ and the eigenvalues $E_k$. We discretize the derivatives and functions using a forward-backward average finite-difference scheme, then solve the resulting discrete matrix eigenvalue problem using MATLAB function Eig. In Figure 7.17 we have plotted the real and imaginary parts of the lowest eigenvalues for the vortex/soliton solution from Eq. (7.41). The lowest modes are anomalous with negative real parts and positive, non-zero but small, imaginary parts. In Figure 7.18 the imaginary parts of the five lowest anomalous modes are plotted as a function of the ratio $U/\mu$ depicting the transition from moderate interaction strength: $U/\mu \approx 1$, to the extremely low chemical potential or large interaction limit: $U/\mu \gg 1$.

To illustrate convergence of the RLSE eigenvalues for the vortex/soliton, in Appendix Figure 7.19 we have plotted the real and imaginary parts of the eigenvalue for the lowest excitation mode as a function of the number of steps (length of the square matrix along one side).
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Figure 7.17: (color online) Anomalous mode frequencies for the vortex/soliton. The real part of the anomalous mode frequencies are plotted in (a), the Imaginary parts are plotted in (b). The horizontal axis labels the excitation mode.
Figure 7.18: (color online) *Imaginary parts of the five lowest quasi-particle excitation energies for the ring/vortex solution.* The excitations are ordered lowest to highest from bottom to top along the right edge of the figure. The horizontal axis indicates the ratio of the interaction strength to the chemical potential. The vertical axis is in units of $U$.

### 7.6.2 Computing Vortex Lifetimes

Once the quasi-particle spatial functions and eigenvalues are determined for a particular vortex solution, we can determine the lifetime by calculating the time it takes for the depletion to become large relative to the total number of atoms in the system. We illustrate the method using the vortex/soliton solution. We start by writing down the total particle density operator to lowest order in the quasi-particle operator $\hat{\phi}$:

\[
\hat{n} = \hat{\psi}^\dagger \hat{\psi} \approx \sum_{i \in \{A,B\}} \left( |\psi_i|^2 + \psi_i^* \hat{\phi}_i + \psi_i \hat{\phi}_i^\dagger \right) = n_C + \hat{n}_{NC},
\]

(7.133)
<table>
<thead>
<tr>
<th>Solution type</th>
<th>Lowest excitation energy</th>
<th>Lifetime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex topological vortex</td>
<td>$2.085 - 3.90 \times 10^2 i$</td>
<td>$4.31 \times 10^{-5} \text{s}$</td>
</tr>
<tr>
<td>Topological vortex</td>
<td>$7.65 \times 10^{-3} - 9.96 \times 10^2 i$</td>
<td>$1.29 \times 10^{-5} \text{s}$</td>
</tr>
<tr>
<td>Ring-vortex</td>
<td>$-3.9069 - 1.54 \times 10^{-2} i$</td>
<td>$1.25 \text{s}$</td>
</tr>
<tr>
<td>Ring-vortex/soliton</td>
<td>$-3.9276 + 1.9 \times 10^{-3} i$</td>
<td>$10.43 \text{s}$</td>
</tr>
<tr>
<td>Vortex/soliton</td>
<td>$-3.9274 + 2.0 \times 10^{-3} i$</td>
<td>$9.13 \text{s}$</td>
</tr>
<tr>
<td>Mermin-Ho vortex</td>
<td>$2.634 \times 10^2 + 9.96 \times 10^4 i$</td>
<td>$1.57 \times 10^{-7} \text{s}$</td>
</tr>
<tr>
<td>Anderson-Toulouse vortex</td>
<td>$-3.9274 + 1.9 \times 10^{-3} i$</td>
<td>$11.51 \text{s}$</td>
</tr>
<tr>
<td>Half-quantum vortex</td>
<td>$2.634 \times 10^2 + 9.96 \times 10^4 i$</td>
<td>$1.57 \times 10^{-7} \text{s}$</td>
</tr>
</tbody>
</table>

Table 7.4: Stability properties of NLDE vortices. All energies are in units of the interaction strength $U$.

where it is understood that a factor of the average 2D particle density $\bar{n}$ must be included before interpreting the final result. The condensate and noncondensate contributions to the density, $n_C$ and $\hat{n}_{NC}$, are given by

$$n_C \equiv |\psi_A|^2 + |\psi_B|^2$$

$$\hat{n}_{NC} \equiv \psi_A^* \hat{\phi}_A + \psi_A \hat{\phi}_A^* + \psi_B^* \hat{\phi}_B + \psi_B \hat{\phi}_B^*.$$ (7.134)

Next, we restrict to the mode with the largest imaginary term in its eigenvalue which has $\ell = -1$ relative to the vortex background and has the effect of reducing the rotation of the vortex. We will denote its eigenvalue by $E_{-1} = (-3.9274+0.002 \, i) \, U$, where $U$ is the interaction energy. The quasi-particle operators can then be approximated by
Notice that these expressions do not depend on the polar angle because we are in the rotating frame of the vortex. We recall that the spatial functions have the properties $u_{A,-1}(r) \sim 10^{-2}$ and $v_{A,-1}(r) \sim 10^{-5}$ $[184]$, where all are peaked in the “notch” region $\xi_{\text{Dirac}} < r < 2\xi_{\text{Dirac}}$, and where the absolute values of the slopes of the soliton and vortex are maximum. In this region, the normalization integrals (one for each sublattice) are given by

$$\int d^2r \left[ |u_{A(B),-1}(r)|^2 - |v_{A(B),-1}(r)|^2 \right] > 0.$$  

(7.138)

This combination of positive norm and negative Re$(E_{-1})$ signals the presence of the anomalous mode. Next, we fix the total number of particles $N$ of the system and take all $N$ particles to be in the condensate at $t = 0$. We can then compute the depletion out of the vortex/soliton state as a function of time,

$$N_{\text{NC,vs}}(t) = \bar{n} \int d^2r \left[ \langle n_\alpha | \hat{n}_{\text{NC,vs}} || 0 \rangle + \langle n_\beta | \hat{n}_{\text{NC,vs}} || 0 \rangle \right],$$  

(7.139)

where $|0\rangle$ and $|n_\alpha(\beta)\rangle$ are the initial and final A(B) sublattice quasi-particle number states, respectively. Retaining only the terms which grow exponentially in time, and using the fact that the $v_{A(B)}$ terms are three orders of magnitude smaller than the $u_{A(B)}$ terms, Eq. (7.139) reduces to

$$N_{\text{NC,vs}}(t) = e^{\text{Im}(E_{-1})t/\hbar} \bar{n} \int_0^{10\xi_{\text{Dirac}}} r dr \frac{[(r/\xi_{\text{Dirac}})u_{A,-1}(r) + u_{B,-1}(r)]}{\sqrt{1 + (r/\xi_{\text{Dirac}})^2}},$$  

(7.140)

where we have inserted spatial dependence of the vortex/soliton and taken the size of the condensate to be equal to ten times the healing length. To compute the lifetime $\tau_{\text{vs}}$, we can determine the time it takes for the depletion number to grow to roughly
the number of atoms initially in the condensate. Thus, we set Eq. (7.140) equal to \( \int d^2 r \bar{n} \) for time \( t \) equal to the lifetime \( \tau_{vs} \), which gives

\[
\tau_{vs} = \frac{\hbar}{\text{Im}(E_{-1})} \ln \left( \frac{50}{I} \right) = \frac{\hbar}{(0.002) U} \ln \left( \frac{50}{I} \right) .
\]  
(7.141)

The dimensionless integral \( I \) contains the overlap of the vortex background with the quasi-particle functions and measures the nonuniformity of particle being ejected from the condensate:

\[
I \equiv (\pi 10^2)^{-1/2} \int_0^{10} r' dr' \left[ r' u_{A,-1}(r') + u_{B,-1}(r') \right] / \sqrt{1 + r'^2}.
\]  
(7.142)

Note the insertion of the normalization factor for the wavefunction \( (\pi 10^2)^{-1/2} \). Evaluating the integral numerically gives \( I \approx 0.0065 \). Using the values for parameters in Table 7.1, we find the lifetime of the vortex/soliton state to be: \( \tau_{vs} = 9.13 \text{ s} \). We have computed lifetimes for all of our solutions and listed them in Table 7.4.

### 7.7 Conclusion

We have found eight different types of vortex solutions to the NLDE using asymptotic, numerical, and analytical methods in addition to performing a detailed analysis of their lifetimes, elucidating the low-energy landscape for these solutions. Vortex lifetimes were computed based on dynamical instabilities induced by quantum fluctuations: complex eigenvalues appear in the linear spectrum for all vortex types as a result of the couplings between spinor components through Dirac derivative terms. Nevertheless, for four of our solutions, the imaginary parts are smaller than the interaction energy by several orders of magnitude resulting in experimentally realistic lifetimes of about ten seconds.

In the experimental part of our paper, we have provided a clear path towards realizing relativistic vortices in the laboratory: detailed instructions on lattice construction, condensation of bosons at both \( K \) and \( K' \) points, and a method for creating
relativistic vortices are explained using established experimental techniques. Importantly, our proposed method for populating the Dirac points by laser assisted Bragg scattering provides a dynamically stable approach by maintaining a zero group velocity for the condensate. We have discussed specific conditions for energy, density, interaction strength, and lattice depth for observing a transition from the NLDE/RLSE regime to that of the NLSE/BdGE. The density profiles of our solutions should be observable by the usual time-of-flight techniques used to detect Dirac fermions in the laboratory [15, 133].

Interesting new problems naturally arise given the interdisciplinary nature of our work. The following are a few examples. First, the study of nonlinear partial differential equations provides an extensive array of techniques for probing, solving, and classifying equations which could be used for a more complete investigation of the NLDE. Second, by including rotation, one would expect a qualitative change in the anomalous mode structure as a function of trap rotation speed. In the future, we plan to generalize our analysis to the case of a rotating trap in analogy to ordinary trapped BECs in the absence of a lattice. This would provide a more complete understanding of relativistic vortex stabilities and their relationship to ordinary single and multi-component vortices. Third, our solutions suggest a possible mapping to vortices in Chern-Simons theory [237–239]. This seems to indicate a deeper connection between the NLDE and high energy models which could lead to cold atomic simulations of more exotic relativistic field theories. Finally, our results should be easily reproduced within an optics setting by adhering to the momentum space bounds we have provided, thus contributing to the long-standing mutual exchange between condensed matter and nonlinear optics.
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7.8 Appendix A: Convergence of Numerical Solutions of the NLDE and RLSE

We show convergence of the numerical solutions of the NLDE by looking at the \( l = 2 \) ring-vortex solution. To obtain the solution, we use a simple forward-difference scheme to discretize the radial derivatives in Eqs. (8.6)-(8.7) and then integrate out from the core of the vortex with the following values for the parameters: \( \mu/U = 1 \), \( f_A(0) = 10^{-4} \). The results are plotted in Figure 7.20 for four different values of the number of steps \( N \). Note also that we have included the exact solution for comparison (dotted and dashed-dotted curves). Also, we have normalized the exact solution so that the peaks of the solid curves match.

Convergence of the RLSE can be shown by computing the eigenvalues for a particular background solution and varying the number of grid points \( N \) used in the \( 4N \times 4N \) matrix problem. In Figure 7.19 we have plotted the real and imaginary parts of the lowest eigenvalue for the \( l = 1 \) vortex/soliton background as a function of the grid size \( N \).
Figure 7.19: (color online) *Convergence of RLSE for the vortex/soliton.* Real (a) and imaginary (b) parts of the lowest anomalous mode. The horizontal axis shows the number of steps and the energy of the lowest excitation is plotted on the vertical axis.

Figure 7.20: (color online) *Convergence of the $l = 2$ ring-vortex solution.* The black (dotted and dashed-dotted) curves are the exact solutions. The blue (solid) and red (dashed) plots are the numerical results for the upper and lower spinor components, respectively. Plots are shown for four values of the number of steps $N$: (a) $N = 10^2$, (b) $N = 10^3$, (c) $N = 10^4$, (d) $N = 10^5$. We have set $\mu = 0$ and $U = 1$ for all plots.
CHAPTER 8
THE NONLINEAR DIRAC EQUATION: RELATIVISTIC SOLITONS AND
MASS GAPS


Abstract

We present a thorough analysis of solitons which solve the one-dimensional (1D) zigzag and armchair nonlinear Dirac equation (NLDE) for a Bose-Einstein condensate (BEC) in a honeycomb lattice, where the two types of NLDEs correspond to the two independent directions in analogy to the narrowest of graphene nanoribbons. Analytical as well as numerical soliton two-component spinor solutions are obtained. These include analytical spatially infinite arrays of bright two-spinor solitons. In addition, we find a gray line-soliton and compute its discrete spectra for several spatially quantized states in a harmonic potential. The strong region of the harmonic trap provides a unique opportunity to study the BEC analog of Klein-tunneling. By solving the relativistic linear stability equations (RLSE) for a BEC of $^{87}\text{Rb}$ atoms, we find that most of our solutions are either stable or unstable on times scales longer than the lifetime of experiments. Nambu-Goldstone modes are detected in the linear spectra for all of our solutions. We study the effect of various types of mass gaps on the solution space of the NLDE. In particular, the gap produced by a modulation of the nearest-neighbor hopping allows for a general mapping of our embedded solitons into
the gapped theory, in addition to a second mapping from a Poincaré invariant subspace of the NLDE to the massive Thirring model, the latter a well known integrable theory.

8.1 Introduction

The nonlinear Dirac equation (NLDE) appears in a variety of physical settings, typically as classical field equations for relativistic interacting fermions [103, 126]. The \((1 + 1)\)-dimensional NLDE with scalar-scalar or vector-vector interaction is the prototypical effective model for interacting fermions, and has been the subject of much analysis over the past decades [111–116]. Dirac-like spin-orbit couplings for interacting cold atoms have also been investigated, simulating some features of quark confinement [211]. Moreover, soliton solutions of the NLDE appear in one-dimensional (1D) nonlinear optical structures [120, 123], acoustic physics [122], and electron propagation in graphene [21, 121, 221–223, 240, 241]. In all of these cases the combination of Dirac kinetic term and nonlinearity leads to a plethora of solitary wave solutions whose properties depend on the particular form of the interaction term [215, 242]. Our own recent work has placed the NLDE in the context of a Bose-Einstein condensate (BEC) [52]. Significantly, our particular form of the NLDE has opened up research in other fields of physics [20, 32, 110, 168, 208–210, 212–214, 216]. For the NLDE in a BEC, the relativistic structure arises naturally as bosons propagate in a shallow periodic honeycomb lattice potential, and yields a rich soliton landscape which we explore in detail in this article.

The 1D NLDE may be obtained by dimensionally reducing the full two-dimensional (2D) honeycomb lattice theory [52] to a one-dimensional theory by making the trap frequency large in one of the planar directions. A schematic of the beams, harmonic
Quasi-one-dimensional BEC in a honeycomb optical lattice with harmonic confinement.

Thus, there are two independent forms of the 1D NLDE corresponding to the armchair and zigzag patterns in the narrowest possible graphene nanoribbons [183], but here related to the honeycomb optical lattice potential. The NLDE operator is complex in the armchair direction and real along the zigzag direction. From here on we will refer to these two forms as the armchair NLDE and zigzag NLDE [243].

The exact honeycomb lattice potential with an additional harmonic trap in the $y$-direction for the zigzag and armchair geometries are plotted in Figure 8.2 and are given explicitly by

$$U_{\text{armchair}}(\mathbf{r}) =$$

$$-\frac{\alpha E_0^2}{4} (3 + 2 \cos [(k_1 - k_2) \cdot \mathbf{r}] + 2 \cos [(k_2 - k_3) \cdot \mathbf{r}] + 2 \cos [(k_1 - k_3) \cdot \mathbf{r}]) + \frac{1}{2} M \omega^2 y^2,$$

$$U_{\text{zigzag}}(\mathbf{r}) =$$

$$-\frac{\alpha E_0^2}{4} (3 + 2 \cos [(k_2 - k_1) \cdot \mathbf{r}] + 2 \cos [(k_1 - k_3) \cdot \mathbf{r}] + 2 \cos [(k_2 - k_3) \cdot \mathbf{r}]) + \frac{1}{2} M \omega^2 y^2,$$

where $k_1, k_2, k_3$ are the wavenumbers for the lattice laser beams, $\alpha$ is the polarizability of the atoms, $E_0$ is the amplitude of the beams, $M$ is the mass of the atoms, and $\omega$ is the trap frequency along the narrow direction. Pinor soliton solutions associated
with propagation along these two directions are related by a complex Pauli matrix rotation. To obtain soliton solutions we first solve the zigzag NLDE using an envelope function ansatz, which leads directly to an exact closed form for an infinite array of bright solitons along the \( x \)-axis. From this solution we then obtain a form which solves the armchair NLDE. Both types of solutions describe solitons embedded in the continuous spectrum of the \((2 + 1)D\) NLDE [244]. We determine the stability of our solitons by solving the relativistic linear stability equations (RLSE), an analog of the Bogoliubov de-Gennes system [184]. The solution of the RLSE gives us the linear perturbation spectrum due to the presence of small quantum fluctuations in the BEC.

The NLDE solution space can be expanded by opening a mass gap in the spectrum, accomplished by imposing an asymmetry in the A/B sublattice depths, a directed (anisotropic) next-nearest neighbor hopping, or by modulating the nearest neighbor hopping [155]. The latter method effectively connects two inequivalent Dirac points in which case a full four-spinor description is needed. The presence of a mass gap greatly enlarges the spectrum of soliton solutions by incorporating gap solitons, which possess unique features distinct from their embedded counterparts [120]. Significantly, we find that the gapped four-spinor version of the NLDE has a direct mapping to the massive Thirring model [125, 126], a theory which is well known to be integrable in

Figure 8.2: (color online) Optical lattice nanoribbons. (a) Potential of the armchair geometry. (b) Potential for the zigzag geometry.
both the quantum and classical sense. At the level of the wavefunction, the real and imaginary parts of the NLDE spinor components are mapped to the upper and lower spinor components in the Thirring model, respectively. The Thirring spinors possess exact relativistic invariance and so are comprised of equal admixtures of positive and negative energy solutions in the NLDE picture. The fact that our mapping works for a subspace of NLDE solutions suggests integrability but is certainly not conclusive. A complete analysis of the problem would require constructing a Lax pair representation of the NLDE, in addition to using other formal methods such as general Painlevé analysis, singular manifold methods, or Darboux and Bäcklund transformations [103, 245–250]. For the latter test, the key question to address is whether or not our mapping to the Thirring model can be classified as an auto-Bäcklund or hetero-Bäcklund transformation.

8.2 Soliton Solutions of the NLDE

In this section we solve the NLDE without a mass gap. The parameters which enter directly into the NLDE and will therefore appear in all of our solutions, are the effective speed of light $c_l = t_h a \sqrt{3}/2\hbar$ and the particle interaction $U = L_z g \bar{n}^2 3\sqrt{3} a^2/8$, where $U$ is the 2D optical lattice renormalized version of the usual interaction $g = 4\pi \hbar^2 a_s/M$. Appearing in these definitions are the average particle density $\bar{n} = N/V$, the s-wave scattering length $a_s$, the vertical oscillator length $L_z$, the mass $M$ of the constituent atoms in the BEC, the lattice constant $a$, and the hopping energy $t_h$. For the hopping energy, we use a semiclassical estimate given by $t_h \equiv 1.861 (V_0/E_R)^{3/4} E_R \exp \left( -1.582 \sqrt{V_0/E_R} \right)$ [77]. A complete discussion of NLDE parameters and constraints can be found in [cite our NP paper on the axiv]

The NLDE for two inequivalent Dirac points describes the dynamics of a Dirac four-spinor of the form $\Psi \equiv (\Psi_+, \Psi_-)^T$, with the upper (+) and lower (−) two-spinors relating to opposite $K$ and $K'$ points of the honeycomb lattice. The full NLDE in this case is
\[ ih\gamma^{\mu}\partial_{\mu}\Psi - U\sum_{i=1}^{4}(M_{i}\Psi)(\Psi^\dagger M_{i})\Psi = 0. \]  

(8.3)

The matrices \( \gamma^{\mu} \) are the usual Dirac matrices and the interaction terms are encapsulated in the summation with the matrices \( M_{i} \) constructed to give the correct cubic nonlinearities, local to each spinor component [52]. The interactions do not couple different spinor components so we focus on the equations for a two-spinor in rectangular coordinates

\begin{align*}
\text{i}\hbar\partial_{t}\psi_{A} &= -\text{i}\hbar c_{l}(\partial_{x} - \text{i}\partial_{y})\psi_{B} + U|\psi_{A}|^{2}\psi_{A} \quad (8.4) \\
\text{i}\hbar\partial_{t}\psi_{B} &= -\text{i}\hbar c_{l}(\partial_{x} + \text{i}\partial_{y})\psi_{A} + U|\psi_{B}|^{2}\psi_{B}, \quad (8.5)
\end{align*}

with the full solution expressed as a linear combination of solutions from each Dirac point. Note the presence of the effective speed of light, \( c_{l} \), and interaction strength, \( U \). Eqs. (8.4)-(8.5) allow for one-dimensional (1D) solutions by taking \( \psi_{A} \) and \( \psi_{B} \) to vary in only one direction while remaining constant in the other. We are interested in stationary states so we take the time-dependence to be the usual exponential factor with the chemical potential as the frequency. We then write: \( \psi_{A}(x,t) = \exp(-\text{i}\mu t/\hbar)f_{A}(x) \) and \( \psi_{B}(x,t) = \exp(-\text{i}\mu t/\hbar)f_{B}(x) \), where \( f_{A}(x) \) and \( f_{B}(x) \) are taken to be functions of the single variable \( x \) and \( \mu \) is the usual chemical potential. Note that choosing the \( y \)-direction adjusts the relative phase between the spinor components. Eqs. (8.4)-(8.5) become

\begin{align*}
\mu f_{A}(x) &= -\text{i}\hbar c_{l}\partial_{x}f_{B}(x) + U|f_{A}(x)|^{2}f_{A}(x) \quad (8.6) \\
\mu f_{B}(x) &= -\text{i}\hbar c_{l}\partial_{x}f_{A}(x) + U|f_{B}(x)|^{2}f_{B}(x). \quad (8.7)
\end{align*}

This is the time-independent 1D NLDE for the armchair direction of the honeycomb lattice. Notice that taking \( f_{A} \to \text{i}f_{A} \) we converts the real zigzag version corresponding to the \( y \)-direction. It is natural to retain the \( x \) notation when discussing either form
of the NLDE, thus we write the zigzag version as

\[
\begin{align*}
\mu f_A(x) & = -\hbar c_i \partial_x f_B(x) + U |f_A(x)|^2 f_A(x) \quad (8.8) \\
\mu f_B(x) & = \hbar c_i \partial_x f_A(x) + U |f_B(x)|^2 f_B(x) . \quad (8.9)
\end{align*}
\]

### 8.3 Bright Soliton Train

An exact real solution of the NLDE may be obtained using the form

\[
\Psi(x) = \eta(x) \begin{pmatrix} \cos \varphi(x) \\ \sin \varphi(x) \end{pmatrix}, \quad (8.10)
\]

where we have assumed only that the wavefunction is real. Substituting Eq. (8.10) into Eqs. (8.8)-(8.9), multiplying by \(\cos \varphi\) and \(\sin \varphi\), respectively, then adding the resulting equations gives

\[
\frac{d \varphi}{dx} = -\frac{\mu}{\hbar c_i} \left[ 1 - \eta^2 \left( \frac{U}{\mu} \right) \left( \cos^4 \varphi + \sin^4 \varphi \right) \right] \quad (8.11)
\]

To obtain a second equation we multiply Eqs. (8.8)-(8.9) by \(\cos \varphi\) and \(\sin \varphi\), respectively, then subtract the resulting equations which yields

\[
\frac{d (\ln \eta)}{dx} = \frac{U}{4\hbar c_i} \eta^2 \sin(4\varphi) . \quad (8.12)
\]

Note that we have divided through by \(\eta\) to arrive at Eqs. (8.11)-(8.12). Equations (8.11)-(8.12) can be combined by back substitution to get

\[
\left[ \frac{\sin(4\varphi)}{\cos^4 \varphi + \sin^4 \varphi} \right] \left( \varphi + \frac{\mu x}{\hbar c_i} \right)' = 4 (\ln \eta)' \quad (8.13)
\]

where the prime notation indicates differentiation with respect to \(x\). From Eq. (8.13), we may obtain a formal expression for \(\eta\):

\[
\eta^4 = \exp \left[ \int dx \frac{\sin(4\varphi)}{\cos^4 \varphi + \sin^4 \varphi} \left( \varphi + \frac{\mu x}{\hbar c_i} \right)' \right] . \quad (8.14)
\]
To solve Eq. (8.14), we choose the linear form \( \varphi(x) = \kappa x \), obtain an explicit form for \( \eta(x) \) which we then substitute into Eq. (8.11) to determine the constant \( \kappa \) and obtain a relation for the chemical potential \( \mu \) and the interaction \( U \). Equation (8.14) becomes

\[
\eta^4 = \exp \left( (\kappa + \mu/\hbar c_l) \int dx \frac{\sin(4\kappa x)}{\cos^4 \kappa x + \sin^4 \kappa x} \right).
\] (8.15)

Integrating gives

\[
\eta(x) = (\cos^4 \kappa x + \sin^4 \kappa x)^{-(1+\mu/\kappa \hbar c_l)/4}.
\] (8.16)

Substituting this result into Eq. (8.11) and using the linear ansatz, gives the expression

\[
\kappa = -\frac{\mu}{\hbar c_l} \left[ 1 - \frac{U}{\mu} \left( \cos^4 \kappa x + \sin^4 \kappa x \right)^{1-(1+\mu/\kappa \hbar c_l)/2} \right].
\] (8.17)

In order for this expression to be true, it must be that the exponent of the spatial functions is identically zero. Equation (8.17) then gives the two conditions

\[
\frac{1}{2} - \frac{\mu}{2 \kappa \hbar c_l} = 0,
\] (8.18)

\[
-\frac{\mu}{\hbar c_l} \left( 1 - \frac{U}{\mu} \right) = \kappa,
\] (8.19)

which may be solved to give

\[
\kappa = \frac{\mu}{\hbar c_l},
\] (8.20)

\[
\mu = 2U.
\] (8.21)

The corresponding solution is then

\[
\Psi_{\text{zigzag}}(x) = (\cos^4 \kappa x + \sin^4 \kappa x)^{-1/2} \left( \begin{array}{c} \cos \kappa x \\ \sin \kappa x \end{array} \right),
\] (8.22)
where $\kappa = 2U/(\hbar c_l)$. The spinor components in Eq. (8.22) are plotted in Figure 8.3 along with the density. Equation (8.22) was obtained for the zigzag NLDE and can be modified to get the associated armchair solution by taking $\psi_A \rightarrow i\psi_A$ to get

$$
\Psi_{\text{armchair}}(x) = (\cos^4 kx + \sin^4 kx)^{-1/2} \left( \begin{array}{c}
i \cos kx \\
\sin kx \end{array} \right)
$$

(8.23)

![Figure 8.3: (color online) Bright soliton train. (a) The upper (red) and lower (blue) component solutions. (b) The spatial variation of the square of the total density.](image)

8.3.1 Soliton Expansion and Conserved Charges

We can obtain an exact solution for general values of the chemical potential by choosing series expansion ansatz for $\eta$ in terms of the quantity $\cos^4 \varphi + \sin^4 \varphi$. This form is convenient since we note that $(\cos^4 \varphi + \sin^4 \varphi)' = -\sin(4\varphi)$. We then write

$$
\eta = \sum_{n=-\infty}^\infty a_n (\cos^4 \varphi + \sin^4 \varphi)^n.
$$

(8.24)

With this form, Eq. (8.12) becomes

$$
\frac{d\varphi}{dx} = -\frac{U}{4\hbar c_l} \frac{\left[ \sum_{n=-\infty}^\infty a_n (\cos^4 \varphi + \sin^4 \varphi)^n \right]^3}{\sum_{n=-\infty}^\infty na_n (\cos^4 \varphi + \sin^4 \varphi)^{n-1}}.
$$

(8.25)

Similarly, Eq. (8.11) becomes
\[ \frac{d\varphi}{dx} = \frac{U}{\hbar c_l} \left[ \sum_{n=-\infty}^{\infty} a_n (\cos^4 \varphi + \sin^4 \varphi)^n \right]^2 (\cos^4 \varphi + \sin^4 \varphi) - \frac{\mu}{\hbar c_l}. \quad (8.26) \]

For our initial ansatz to be valid, the expansion coefficients in Eqs. (8.25)-(8.26) must be solved for consistently such that both equations are simultaneously true. Thus, setting Eq. (8.25) equal to Eq. (8.26)

\[
\frac{\left[ \sum_{n=-\infty}^{\infty} a_n (\cos^4 \varphi + \sin^4 \varphi)^n \right]^3}{4 \sum_{n=-\infty}^{\infty} n a_n (\cos^4 \varphi + \sin^4 \varphi)^{n-1}} = \frac{\mu}{U} - \left[ \sum_{n=-\infty}^{\infty} a_n (\cos^4 \varphi + \sin^4 \varphi)^n \right]^2 (\cos^4 \varphi + \sin^4 \varphi). \quad (8.27)
\]

The expansion coefficients \( a_n \) may be obtained by performing a formal term-by-term multiplication and division and then matching the coefficients for corresponding powers of the argument \( \cos^4 \varphi + \sin^4 \varphi \). Once we obtain a formal recursion for the coefficients in terms of \( \mu/U \), we can obtain the formal expression for Eq. (8.25),

\[
\sum_{n=-\infty}^{\infty} \left[ c_n (\cos^4 \varphi + \sin^4 \varphi)^n + b_n \right] \frac{d\varphi}{dx} - 1 = 0. \quad (8.28)
\]

where the coefficients \( c_n \) are obtained by the matching process in the previous step and the constants \( b_n \) are the result of dividing like powers of the argument on the left hand side of Eq. (8.27). Each term in the summation is integrable and associated with an infinite number of conserved charges. For example, the case \( n = 0 \) gives back the linear form for \( \varphi \),

\[
(c_0 \varphi - x + b_0 x)' = 0 \quad (8.29)
\]

\[
\Rightarrow [(c_0 \varphi - x + b_0 x)^m]' = 0, \quad (8.30)
\]

for any integer \( m \) and where \( b_0 \) is the integration constant. The associated conserved charges are
\[ Q_0^{(m)} = (c_0 \varphi - x + b_0 x)^m. \]  
(8.31)

For \( n = 1 \), the integral and conserved charges are

\[ (3 \varphi + \sin 4 \varphi + b_1 x)' = 0, \]  
(8.32)

\[ Q_1^{(m)} = (3 \varphi + \sin 4 \varphi + b_1 x)^m, \]  
(8.33)

for \( n = 2 \),

\[ \left(19 \varphi + 3 \sin 4 \varphi + \frac{1}{8} \sin 8 \varphi + b_2 x \right)' = 0, \]  
(8.34)

\[ Q_2^{(m)} = \left(19 \varphi + 3 \sin 4 \varphi + \frac{1}{8} \sin 8 \varphi + b_2 x \right)^m, \]  
(8.35)

and for \( n = 3 \),

\[ \left(63 \varphi + \frac{111}{8} \sin 4 \varphi + \frac{9}{8} \sin 8 \varphi + \frac{1}{24} \sin 12 \varphi + b_3 x \right)' = 0, \]  
(8.36)

\[ Q_3^{(m)} = \left(63 \varphi + \frac{111}{8} \sin 4 \varphi + \frac{9}{8} \sin 8 \varphi + \frac{1}{24} \sin 12 \varphi + b_3 x \right)^m. \]  
(8.37)

Terms in the series for negative \( n \)-values are also exactly integrable but in terms of inverse tangent functions. For example, integrating the \( n = -3 \) term gives

\[ \left[16 (3 + \cos 4 \varphi)^2 \right]^{-1} \left[-19 \sqrt{2} \arctan \left[1 + \sqrt{2} \tan \varphi \right] (3 + \cos 4 \varphi)^2 \right. \]  
\[ -19 \sqrt{2} \arctan \left[1 - \sqrt{2} \tan \varphi \right] (3 + \cos 4 \varphi)^2 + 70 \sin 4 \varphi + 9 \sin 8 \varphi + b_{-3} x \right]' = 0. \]  
(8.38)

Each conserved charge above corresponds to an independent solution for \( \varphi \) matched with a particular envelope function

\[ Q_n^{(m)} = \text{constant}, \]  
(8.39)

\[ \eta_n(x) = (\cos^4 \varphi + \sin^4 \varphi)^n, \]  
(8.40)

where the charge equation may in principle be inverted to obtain the function \( \varphi(x) \).
There is a definite relationship between this formal series approach and the slowly varying approximate solutions we obtained previously. We point out the fact that $3 + \cos 4x = (\cos^4 x + \sin^4 x)/4$, so that apart from a factor of 4, our earlier solutions correspond to the linear approximation for $\varphi$ in Eq. (8.28) for each term in Eq. (8.24) but with real, continuous valued exponents. The negative exponent terms in Eq. (8.24) map to solutions of the type shown in ??, while positive exponent terms map to those in ???. Thus, our series expansion in principle contains all solitons of the 1D NLDE, with the higher order terms in Eq. (8.28) representing higher soliton resonances.

8.3.2 Numerical Solitons

The profile for a topological soliton ($\mu \neq 0$) can be obtained using a numerical shooting method [230]. The most direct approach is to express Eqs. (8.8)-(8.9) in terms of the dimensionless spatial variable $\chi \equiv (U/\hbar c_1)x$. The functions $f_A(\chi)$ and $f_B(\chi)$ are then expanded in power series around $\chi = 0$

$$f_A(\chi) = \sum_{j=0}^{\infty} a_j \chi^j, \quad f_B(\chi) = \sum_{j=0}^{\infty} b_j \chi^j,$$

(8.41)

where the $a_j$ and $b_j$ are the expansion coefficients. Since we are solving two coupled first order equations, we require the initial conditions $f_A(0)$ and $f_B(0)$. Substituting into Eqs. (8.8)-(8.9) gives us the behavior of the solution at the origin:

$$f_A'(0) \sim \frac{1}{\hbar c_1} \left[ \mu - U f_B(0)^2 \right] f_B(0),$$

(8.42)

$$f_B'(0) \sim -\frac{1}{\hbar c_1} \left[ \mu - U f_A(0)^2 \right] f_A(0).$$

(8.43)

The form of the 1D NLDE shows that for any index $j \geq 0$, $a_{2j+1}$ and $b_{2j}$ are related through a recursion formula, likewise $a_{2j}$ and $b_{2j+1}$ are also related. To obtain a soliton solutions using the shooting method, we first fix either $a_0$ or $b_0$ then vary the
other until we obtain convergence to a the desired precision. Although it seems that both $a_0$ and $b_0$ are free parameters, fixing one to a different value before shooting results in a spatially translated final solution. We take $b_0 = 0$ and solve for the value $a_0 = a_0^{\text{soliton}}$ which gives the desired form. Figure 8.4(c) shows our numerical shooting results for the line soliton. This is obtained for

$$a_0^{\text{soliton}} = 0.94640402384.$$  \hspace{1cm} (8.44)

In Figure 8.4(a) and (b) we show the solution for values of $a_0 > a_0^{\text{soliton}}$. At larger values of $a_0$, the interaction energy becomes more pronounced and we start to pick up some of the excited soliton states which can be seen in Figure 8.4(a) and (b). For values $a_0 < a_0^{\text{soliton}}$, the effect of the interaction is reduced, Figure 8.4(d) and (e), until finally we see the free particle sine and cosine forms appearing in Figure 8.4(f).

The solution in Figure 8.4(c) is an example of a gray soliton since the density of atoms is constant everywhere except near the line where the A and B sublattice amplitudes meet. A comparison of the gray soliton and bright soliton densities is shown in Figure 8.5. We can see that the line soliton is at the boundary between two regimes: the strongly interacting bright soliton regime shown in Figure 8.4(a), and the weakly interacting free-particle regime in Figure 8.4(f).

8.4 Mass Gaps for the NLDE

The introduction of a mass gap into our system greatly expands its versatility, allowing for a richer structures in the nonlinear landscape. Masses in general graphene-like systems with fermions have been studied extensively [155], and provide a foundation for our analysis of mass gaps within the analog bosonic system. In this section we define and then discuss the various key types of gaps possible for bosons in the honeycomb optical lattice, then present the particular features of solitons in the presence of a gap and discuss how they relate back to our gapless solitons. We provide
some detailed discussion of the continuous spectrum of the NLDE in the appendix. Several type of lattice modifications can be used to open a gap in the spectrum while still preserving spin rotation symmetry [155]. One way to open a gap is through a staggered chemical potential between the two sublattices. This is obtained by changing the relative depths of the sublattice potentials tuned so that $\mu_A = \mu + m_s c_l$ and $\mu_B = \mu - m_s c_l$, where $c_l$ is the effective speed of light. The mass difference term $m_s c_l$ results from a different self energy at each site when we go to the tight-binding limit.
Figure 8.5: (color online) Soliton densities. (a) Gray soliton density. The notch can be shifted by using a different value of $b_0$. (b) Bright soliton density for the case $n = 1$. In (b), the individual peaks are locally Lorentzian.

This opens a spectral gap of $2|m_s|c_l$. A second way to open a gap is by introducing a directed next-nearest-neighbor hopping amplitude in the presence of fluxes which opens a gap $2|\eta|c_l$. Finally, we may introduce a modulation of the nearest neighbor hopping with a wave vector that mixes the two opposite Dirac points (equivalent to a Kekulé dimerization pattern in graphene) and opens a gap $2|\Delta c_l|$ where $\Delta$ is the complex parameter $\Delta = \text{Re} \Delta + i \text{Im} \Delta$. Here the phase of $\Delta$ controls the angles of the dimerization pattern. Combining all of these effects produces the gapped version of the full NLDE in Eq. (8.3),

$$i\hbar \gamma\mu \partial_\mu \Psi + (|\Delta| c_l \beta e^{i\gamma_5} + m_s c_l \alpha_3 + i\eta c_l \alpha_1 \alpha_2)\Psi - U \sum_{i=1}^{4} (M_i \Psi)(\Psi^\dagger M_i)\Psi = 0. \quad (8.45)$$

where the matrices $M_i$ were defined in our earlier work [52], and $\theta$ defines the direction of the dimerization pattern.

### 8.4.1 General Embedded and Gap Solitons

Equation (8.45) has an important simplified form for the spatial values $m_s, \eta = 0$. This allows for a straightforward solution based on solutions that we have already obtained. If we combine the spinor components and define: $\psi_1 \equiv \psi_{A+} = \psi_{B-}$ and $\psi_2 \equiv \psi_{B+} = \psi_{A-}$, i.e., the spinor equations for opposite Dirac points have the same
form, and we find that \( \psi_1 \) and \( \psi_2 \) satisfy the equations

\[
\begin{align*}
\imath \hbar \partial_t \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix} &= \begin{pmatrix} U|\psi_1|^2 + |\Delta|c_l \cos \theta & -\imath \hbar c_l D^* \\ -\imath \hbar c_l D & U|\psi_2|^2 + |\Delta|c_l \cos \theta \end{pmatrix} \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}, \tag{8.46}
\end{align*}
\]

which, for stationary solutions with chemical potential \( \mu_g \) (redefined for the gapped case), reduce to the time-independent NLDE with mass gap:

\[
\begin{align*}
-\imath \hbar c_l D^* \psi_2 + U|\psi_1|^2 \psi_1 &= (\mu_g + |\Delta|c_l \cos \theta) \psi_1 \\
-\imath \hbar c_l D^* \psi_1 + U|\psi_1|^2 \psi_2 &= (\mu_g + |\Delta|c_l \cos \theta) \psi_2, \tag{8.47}
\end{align*}
\]

where subscripted \( \mu_g \) indicates the chemical potential in the gapped theory. Eq. (8.47) is exactly the two-spinor NLDE modified by the gap \( |\Delta|c_l \cos \theta \) along with the identifications \( \psi_1 \equiv \psi_A, \psi_2 = \psi_B \). This means that all of our previous solutions are valid here, and we can read off the chemical potential \( \mu \) for the gapless theory with the identification \( \mu_g = \mu - |\Delta|c_l \cos \theta \) for the gaped theory. The characteristic features of the different types of gapped solutions are as follows:

1. For the special case where \( \theta = n\pi \), solutions with non-zero \( \mu \) in the gapless theory map to solitons that are either inside the gap or are embedded in the continuous spectrum, depending on the phase integer \( n \). For example, a soliton solution with chemical potential \( \mu = 2U \) maps to \( \mu_g = 2U \pm |\Delta|c_l \). The positive sign sets the soliton inside the gap when \( |\mu_g| < |\Delta|c_l \), which is satisfied if \( |\Delta|c_l > U > |\Delta|c_l/2 \), for positive \( \mu_g \). The negative sign embeds the soliton within the continuous spectrum. In this case the chemical potential \( \mu_g = 2U + |\Delta|c_l \). Thus, the chemical potential of the gapless solution is shifted up by \( |\Delta|c_l \).

2. For zero-chemical potential solutions, we find the condition \( \mu_g = \pm |\Delta|c_l \) (for \( \theta = n\pi \)). These correspond to solitons whose components both vanish for \( x \to \infty \). Again, these solutions have their chemical potentials shifted by \( |\Delta|c_l \), reside at the lower (negative sign) and upper (positive sign) edges of the gap.
3. By tuning the gap phase angle $\theta$, we can continuously adjust the chemical potential $\mu_g$ setting it inside or outside the gap.

4. It is important to note that for the general case where $m_s$, $\eta \neq 0$, exact solutions are still likely to be found but further analysis is required, since we cannot use the same mapping as we have done here.

### 8.4.2 Mapping to the Integrable Thirring Model

As discussed in the last section, the mass gaps $m_s c_l$, $\eta c_l$, and $|\Delta| c_l e^{\pm i\theta}$ are for inequivalent lattice depths, next-nearest-neighbor hopping, and modulation of nearest-neighbor hopping, respectively. Taking $m_s = \eta = 0$ and restricting to the $x-$direction, the NLDE for finite-energy stationary solutions can be written compactly as

$$ (\mu \mathbb{1} - \mathbb{D}) \Psi = 0, \quad (8.48) $$

where $\mathbb{1}$ is the $4 \times 4$ unit matrix and $\mathbb{D}$ is defined as

$$ \mathbb{D} \equiv \begin{pmatrix} U |\psi_{A+}|^2 & -i h c_l \frac{d}{dx} |\Delta| e^{i\theta} & 0 & 0 \\ -i h c_l \frac{d}{dx} U |\psi_{B+}|^2 & 0 & |\Delta| e^{i\theta} & 0 \\ |\Delta| e^{-i\theta} & 0 & U |\psi_{B-}|^2 & i h c_l \frac{d}{dx} \\ 0 & |\Delta| e^{-i\theta} & i h c_l \frac{d}{dx} U |\psi_{A-}|^2 & 0 \end{pmatrix}, \quad (8.49) $$

### 8.4.3 Derivation of the Mapping

Equation (8.49) has a symmetry which allows for a consistent solution of the form

$$ \psi_{A+} = \psi_{B+} \equiv \psi, \quad \psi_{A-} = \psi_{B-} \equiv \psi^*. \quad (8.50) $$

Substituting this ansatz into Eq. (8.49) transforms the lower two equations into the conjugates of the upper two. The four-spinor wavefunction in Eq. (8.48) becomes

$$ \Psi = (\psi, \psi, \psi^*, \psi^*)^T, $$

and $\mathbb{D}$ becomes
\[
\mathbb{D} = \begin{pmatrix}
    U|\psi|^2 & -i \hbar c_1 \frac{d}{dx} & |\Delta e^{i\theta}| & 0 \\
    -i \hbar c_1 \frac{d}{dx} U|\psi|^2 & 0 & |\Delta e^{i\theta}| \\
    |\Delta e^{-i\theta}| & 0 & U|\psi|^2 & i \hbar c_1 \frac{d}{dx} \\
    0 & |\Delta e^{-i\theta}| & i \hbar c_1 \frac{d}{dx} U|\psi|^2 & 0 \\
\end{pmatrix}.
\] (8.51)

By inspection we see that Eq. (8.51) is equivalent to the single equation
\[
\mu \psi = -i \hbar c_1 \frac{d}{dx} \psi + |\Delta c_1 e^{i\theta}\psi^* + U|\psi|^2 \psi. \tag{8.52}
\]

Next, we show that the real and imaginary parts of Eq. (8.52) satisfy the classical field equations for the massive Thirring model [126]. Splitting \( \psi(x) \) into real and imaginary parts: \( \psi(x) = u(x) + iv(x) \), and taking the modulation angle \( \theta = \pi \), Eq. (8.52) becomes
\[
\mu(u + iv) = -i \hbar c_1 \frac{d}{dx}(u + iv) + |\Delta c_1(u - iv) + U(u^2 + v^2)(u + iv). \tag{8.53}
\]

Finally, equating real and imaginary parts on both sides yields equations for \( u \) and \( v \):
\[
\begin{align*}
\mu u &= \hbar c_1 \frac{d}{dx} v - |\Delta|c_1 u + U(u^2 + v^2)u \tag{8.54} \\
\mu v &= -\hbar c_1 \frac{d}{dx} u + |\Delta|c_1 v + U(u^2 + v^2)v \tag{8.55}.
\end{align*}
\]

If we consider negative energy solutions of the NLDE so that \( \mu = -|\mu| \), and also take \( v \to -v \), we obtain
\[
\begin{align*}
\hbar c_1 \frac{du}{dx} + (|\Delta|c_1 + |\mu|)v + U(u^2 + v^2)v &= 0 \tag{8.56} \\
\hbar c_1 \frac{dv}{dx} + (|\Delta|c_1 - |\mu|)u - U(u^2 - v^2)u &= 0. \tag{8.57}
\end{align*}
\]

With the definitions: \( m \equiv |\Delta|/\hbar, E \equiv |\mu|/\hbar c_1, g^2 \equiv U/\hbar c_1 \), we obtain
\[
\begin{align*}
\frac{du}{dx} + (m + E)v + g^2(u^2 + v^2)v &= 0 \\
\frac{dv}{dx} + (m - E)u - g^2(u^2 + v^2)u &= 0.
\end{align*}
\] (8.58) (8.59)

This is the \textit{massive Thirring model} for interacting fermions with vector-vector interaction. We note that Eqs. (8.58)-(8.59) form an integrable system: see for example [126] for early work; [96] for connection to nonlinear optics; and [103] for a generalization to arbitrary powers of the interaction. Note that the \textit{massless} Thirring model is obtained by setting the gap parameter $|\Delta|$ to zero.

\textbf{8.4.4 NLDE Gap Solitons from the Thirring Mapping}

Equations (8.58)-(8.59) can be derived by minimizing the action for fermions with vector-vector interaction written in the usual compact form found in the literature

\[
L = \bar{\Psi}(i\gamma^\mu \partial_\mu - m)\Psi + \frac{g^2}{2} (\bar{\Psi}\gamma_\mu \Psi)^2 ,
\] (8.60)

where, here one must recall that in 1D the $\gamma_\mu$ matrices are the usual Pauli matrices and we have omitted factors of the speed of light $c$ to be consistent with the literature. It is important to emphasize that the interaction term here is a Lorentz invariant quantity in contrast to its NLDE counterpart. Soliton solutions can be found using the parameterization

\[
\tilde{\psi}(x) \equiv \begin{pmatrix} u(x) \\ v(x) \end{pmatrix} = R(x) \begin{pmatrix} \cos \phi(x) \\ \sin \phi(x) \end{pmatrix}.
\] (8.61)

A first integral of Eqs. (8.58)-(8.59) can be obtained using conservation of the energy-momentum tensor [103], to arrive at

\[
\phi(x) = \tan^{-1}(\alpha \tanh \beta x),
\] (8.62)
where
\[ \alpha = \sqrt{\frac{m - E}{m + E}}, \quad \beta = \sqrt{m^2 - E^2}, \] (8.63)

and
\[ R(x) = \frac{\sqrt{2} \beta \sech \beta x}{g \sqrt{(m + E)(1 + \alpha^2 \tanh^2 \beta x)}}. \] (8.64)

It is significant that these solutions are stable for \(0 < E < m\), i.e., when the energy is inside the gap, consequently such solutions are usually referred to as *gap solitons.*

Having obtained our solution, we now map it back to the NLDE four-spinor components to arrive at
\[ \psi_{A+}(x) = \sqrt{\frac{2 \hbar c}{\alpha \beta / U} \sech \beta x} \left(1 - i \alpha \tanh \beta x\right), \] (8.65)
\[ \psi_{B+}(x) = \sqrt{\frac{2 \hbar c}{\alpha \beta / U} \sech \beta x} \left(1 - i \alpha \tanh \beta x\right), \] (8.66)
\[ \psi_{B-}(x) = \sqrt{\frac{2 \hbar c}{\alpha \beta / U} \sech \beta x} \left(1 + i \alpha \tanh \beta x\right), \] (8.67)
\[ \psi_{A-}(x) = \sqrt{\frac{2 \hbar c}{\alpha \beta / U} \sech \beta x} \left(1 + i \alpha \tanh \beta x\right), \] (8.68)

with the parameters mapped to the NLDE parameters by
\[ \alpha = \sqrt{\frac{\Delta - |\mu|}{\Delta + |\mu|}}, \quad \beta = \sqrt{\Delta^2 - \mu^2}. \] (8.69)

The real and imaginary parts of these solutions are plotted in Figure 8.6 for several values of the parameters \(\alpha, \beta,\) and \(U\).
8.4.5 Implications of the Mapping: Integrability of a Relativistic Subspace of Solutions

The massive Thirring model is completely integrable. In light of the mapping we have presented this seems to suggest that the 1D NLDE may be integrable as well. It is useful to recall though that our mapping pertains to a restricted subspace of the NLDE defined by the constraint

$$\psi_A + \psi_B = \psi_A - \psi_B = \psi^*.$$  \hspace{1cm} (8.70)

As a result, we have proven only that a subspace (closed under the NLDE operator) of the total solution space of the NLDE is integrable. Note that, not counting symmetries and normalization, the requirement of Eq. (8.70) constrains the solution space from 8 degrees of freedom down to 2. A conclusive test for integrability would
require constructing an explicit Lax pair equivalent form of the NLDE, a possible future project.

Another key point to our mapping is that although the nonlinearity in the NLDE is not a Lorentz invariant [52], the interaction term in the Thirring model is an invariant vector-vector form. This implies that the NLDE solution space contains a Lorentz invariant subspace, namely the one involved in the Thirring mapping. Specifically, in terms if the spinor solutions, the mapping is

\[
\begin{pmatrix}
  u \\
v
\end{pmatrix} = \frac{1}{2} \begin{pmatrix}
  \psi + \psi^* \\
-i(\psi - \psi^*)
\end{pmatrix}
\]

\[= \frac{1}{2} \psi \begin{pmatrix}
  1 \\
-i
\end{pmatrix} + \frac{1}{2} \psi^* \begin{pmatrix}
  1 \\
i
\end{pmatrix} \]

\[= \frac{1}{2} \int_{-\infty}^{+\infty} dk \left[ \tilde{\psi}(k) e^{-ikx} \begin{pmatrix}
  1 \\
-i
\end{pmatrix} + \tilde{\psi}^*(k) e^{ikx} \begin{pmatrix}
  1 \\
i
\end{pmatrix} \right],
\]

where the last step expresses the Thirring solution in terms of positive and negative energy Fourier modes. This says that the subspace of the NLDE involved in the mapping is a symmetric superposition (equal admixture) of particle and anti-particle states, a general defining feature of a relativistic theory.

8.5 Stability of Soliton Solutions

To compute soliton lifetimes we must solve the relativistic linear stability equations (RLSE) in the 1D case. The honeycomb lattice geometry combined with the particle interaction has a characteristic signature effect on the stability of our soliton solutions. In particular, for the zero gap case, the presence of negative energy states below the Dirac point means that a BEC will eventually decay by radiating into the continuum of scattering states. However, this process requires a mechanism for energy dissipation into noncondensate modes. This comes from secondary interactions with thermal atoms. Thus, as long as the system is at very low temperatures our main concern for depletion of the BEC comes from possible imaginary eigenvalues in the linear
To determine stability of a particular soliton solution, we insert the spatial function for the soliton into the RLSE as a background for the quasi-particle coherence functions. This gives a set of first-order coupled ODE’s in one spatial variable to be solved consistently for the quasi-particle energies \( E_k \) and amplitudes \( u_k \) and \( v_k \), where the subscript denotes the mode with momentum \( k = |k| \). Since we are perturbing from a spin-1/2 BEC background, \( u_k \) and \( v_k \) have vector form describing quasi-particle and quasi-hole excitations of the A and B sublattice, respectively. We discretize the derivatives and spatial functions in the RLSE using a forward-backward average finite-difference scheme, then solve the resulting discrete matrix eigenvalue problem using the MATLAB function Eig. we find that the lowest modes are anomalous corresponding to Nambu-Goldstone modes, with negative energy and positive norm defined as \( N = \sum_k (|u_k|^2 - |v_k|^2) \).

### 8.5.1 Linear Eigenvalues

We solve the RLSE for each of the zigzag and armchair bright soliton trains and find the eigenvalues for the lowest quasi-particle modes to be \( E_1 = -|E_1|: |E_1|/U = 3.8275 \). For the solitons obtained through the Thirring mapping, we find: \( |E_1|/U = 3.9129, 3.9129, 3.9150, 3.9211 \), corresponding to the plots in Figure 8.6(a)-(d), respectively, for the specified values of \( \Delta \) and \( \mu \). Strictly speaking, in the case of the Thirring solutions inside the gap, quantum fluctuations are only important for modes with energy larger than the gap energy. Thus our results here pertain to the limiting case of a small gap parameter. We note that for the gray line soliton in Figure 8.4(c), the lowest eigenvalue is \( E_1/U = 7.9349 \times 10^{-3} - 9.9993 \times 10^2 i \). This is the only value which has a nonzero imaginary part and another calculation step is needed to determine stability, which we cover in the next section. Significantly, apart from the line soliton, all of our solitons have real eigenvalues and are thus dynamically stable solutions of the NLDE. This means that at very low temperature, we expect
these solitons to remain viable over the lifetime of the BEC.

8.5.2 Computing the Line Soliton Lifetime

To determine stability of the line soliton, we must compute it’s lifetime $\tau_{ls}$ and compare it with the lifetime of the BEC. To find $\tau_{ls}$, we calculate the time it takes for the depletion to become large relative to the total number of atoms in the system based on the imaginary part of the linear eigenvalue. First we express the total particle density operator to lowest order in the quasi-particle operator $\hat{\phi}:

$$\hat{n} = \hat{\psi}^\dagger \hat{\psi} \approx \sum_{i \in \{A,B\}} \left( |\psi_i|^2 + \psi_i^* \hat{\phi}_i + \psi_i \hat{\phi}_i^\dagger \right) = n_C + \hat{n}_{NC}, \quad (8.72)$$

where the condensate and noncondensate contributions to the density, $n_C$ and $\hat{n}_{NC}$, are given by

$$n_C \equiv |\psi_A|^2 + |\psi_B|^2 \quad (8.73)$$

$$\hat{n}_{NC} \equiv \psi_A^* \hat{\phi}_A + \psi_A \hat{\phi}_A^\dagger + \psi_B^* \hat{\phi}_B + \psi_B \hat{\phi}_B^\dagger \quad (8.74)$$

Next, we restrict to the mode with the largest imaginary term in its eigenvalue: $E_1 = (7.9349 \times 10^{-3} - 9.9993 \times 10^2 i) U$, in units of the interaction energy. The quasi-particle operators can then be approximated by

$$\hat{\phi}_{A,1}(x,t) \approx e^{-iE_1 t/h} u_{A,1}(x) \hat{\alpha}_j + e^{iE_1 t/h} v_{A,1}^*(x) \hat{\alpha}_j^\dagger \quad (8.75)$$

$$\hat{\phi}_{B,1}(x,t) \approx e^{-iE_1 t/h} u_{B,1}(x) \hat{\beta}_j + e^{iE_1 t/h} v_{B,1}^*(x) \hat{\beta}_j^\dagger \quad (8.76)$$

We fix the total number of particles $N$ of the system and take all $N$ particles to be in the condensate at $t = 0$. We can then compute the depletion out of the line soliton state as a function of time

$$N_{NC}(t) = \bar{n} \int dx \left[ |\langle n_{\alpha} || \hat{n}_{NC} || 0 \rangle| + |\langle n_{\beta} || \hat{n}_{NC} || 0 \rangle| \right], \quad (8.77)$$
where \(|0\rangle\) and \(|n_{\alpha(\beta)}\rangle\) are the initial and final A(B) sublattice quasi-particle number states, respectively. Note that we have included a factor of the average particle density of the BEC, \(\bar{n}\). Retaining only the terms which grow exponentially in time, we define the lifetime \(\tau_{ls}\) by computing the time it takes for the depletion number to grow to roughly the number of atoms initially in the condensate. Thus, we set Eq. (8.77) equal to \(\int dx \bar{n}\) with time \(t\) set equal to the lifetime \(\tau_{ls}\), which gives

\[
\tau_{ls} = \frac{\hbar}{\text{Im}(E_{-1})} \times I, \tag{8.78}
\]

where \(I\) contains the spatial part of the contraction in Eq. (8.77), i.e., the overlap of the soliton background with the quasi-particle functions, which encodes the spatial dependence of particle being ejected from the condensate. We find the lifetime of the line soliton to be: \(\tau_{ls} = 3.76 \times 10^{-6}\) s, much longer than typical BEC lifetimes on the order of nanoseconds.

### 8.6 Soliton Spectra in a Harmonic Trap

In real experiments, solitons reside in a BEC within a harmonic magnetic trap. Consequently, in the case of extended dark or gray solitons the trap boundary affects the soliton in a nontrivial way. This occurs in the form of spatial quantization which will have a significant effect at large healing length (comparable to the trap size) or equivalently for weak particle interactions. Most of our solutions are bright solitons occurring in series, and the boundary only affects peaks very near the trap edge. But the spacing between bright peaks can be adjusted to place a node in the soliton series in the region where the harmonic potential becomes appreciable. Thus, interesting boundary effects become noticeable only when the soliton asymptotically approaches a non-zero constant value at large distances, i.e., a dark or gray soliton. In this section we study the behavior of our line soliton solution in the presence of a harmonic trap by computing the chemical potential spectra for the ground state and several
excited states. A very interesting feature arises when we attempt to confine relativistic solitons which is the phenomenon of Klein-tunneling: the non-decaying transmission of particle through a large potential barrier. This is the BEC analog of the familiar effect predicted for relativistic electrons.

### 8.6.1 Quantized Excitations

For the case of a highly oblate harmonic confining potential which defines a 2D system, the oscillator frequencies satisfy $\omega_z \gg \omega \equiv \omega_x, \omega_y$. If in addition to this condition we also take $\omega_y \ll \omega_x$, with the soliton in the $x$-direction, we may treat only the effects of spatial quantization along the soliton direction. We then take the trapping potential to be: $V(x) = (1/2)M\omega^2x^2$. We proceed numerically by incorporating this potential into the NLDE and then transforming to dimensionless equations by defining

$$\chi \equiv \hbar \omega x/(\hbar c), \quad \eta_{A(B)} \equiv \sqrt{U/\hbar \omega} f_{A(B)},$$

thereby obtaining the dimensionless form of the NLDE

$$-\bar{\mu} \eta_A(\chi) = \partial_\chi \eta_B(\chi) - |\eta_A(\chi)|^2 \eta_A(\chi) - Q \chi^2 \eta_A(\chi), \quad (8.80)$$
$$-\bar{\mu} \eta_B(\chi) = -\partial_\chi \eta_A(\chi) - |\eta_B(\chi)|^2 \eta_B(\chi) - Q \chi^2 \eta_B(\chi), \quad (8.81)$$

where the two rescaled parameters in the NLDE are

$$Q \equiv \frac{Mc_i^2}{2\hbar \omega}, \quad \bar{\mu} \equiv \frac{\mu}{\hbar \omega}. \quad (8.82)$$

We have plotted the ground state and first two excited states in Figure 8.7 along with their respective densities for the unconfined case where $Q = 0$. To obtain these results we used a numerical shooting method as discussed previously using the following data: for the ground state, $a_0 = 0.9949684287783$, $\bar{\mu} = 1$; $a_0 = 0.99496892372588591202$, $\bar{\mu} = 1.000000103$, for the first excited state; and, $a_0 = 0.993$, $\bar{\mu} = 1.001$, for the second
excited state.

Figure 8.7: (color online) Numerical shooting results for the line soliton. Sublattice amplitudes and density. (a,b) Ground state. (c,d) First excited state. (e,f) Second excited state.

8.6.2 Eigenvalue Spectra and Macroscopic Klein-Tunneling

By solving Eqs. (8.80)-(8.81) with a finite oscillator length, i.e., a non-zero value for $Q$, we can obtain the spatially quantized ground state and excited states for the line soliton. For $Q = 0.001$, we find the free parameter $a_0$ for the ground state at $a_0 = 0.94640402384$ and for the first and second excited states at $a_0 = 0.89882708125$.
and $a_0 = 0.8523151$, respectively. These are plotted in Figure 8.8 along with the corresponding densities. The dark spots near the origin in the density plots correspond to the density dips in the plots in Figure 8.7. The number of dips identifies the ground state, and first and second excited state.

Figure 8.8: (color online) *Numerical shooting results for the line soliton in a harmonic trap.* Sublattice amplitudes and density. (a,b) Ground state. (c,d) First excited state. (e,f) Second excited state. The black dashed plot is the harmonic trapping potential.

Note that the tail ends of these solutions oscillate. This is not a relic of the numerics involved, but is an inherent feature of the Dirac equation itself. To demonstrate the source of this effect, we rewrite Eqs. (8.80)-(8.81) for clarity so that
We can see that near the origin, the trap potential is weak and the chemical potential term dominates so that we have \( \eta_A' < 0 \) and \( \eta_A' > 0 \). However, as we move away from the origin and into the strong potential region the term quadratic in \( \chi \) grows, eventually overwhelming the other terms where \( \eta_A \) and \( \eta_B \) solve the asymptotic equations

\[
\eta_B' = Q \chi^2 \eta_A, \quad (8.85)
\]
\[
\eta_A' = -Q \chi^2 \eta_B, \quad (8.86)
\]

whose solutions are

\[
\eta_B(\chi) = \frac{1}{3} \sin \left[ (Q \chi^2) \chi \right], \quad (8.87)
\]
\[
\eta_A(\chi) = \frac{1}{3} \cos \left[ (Q \chi^2) \chi \right]. \quad (8.88)
\]

These oscillate with a spatially increasing frequency \( k \equiv Q \chi^2 \), so it is clear that the tail oscillations are coming from the unbounded potential barrier. Of course for an ordinary Schrödinger particle described by a single wavefunction \( \psi(x) \), this effect does not arise since the analogous case for a particle in a 1D harmonic potential gives

\[
-\frac{\hbar^2}{2M} \psi'' = (E - Q x^2) \psi, \quad (8.89)
\]

where deep inside the strong potential region the quadratic term is much larger than the characteristic energy \( E \), and \( \psi \) obeys the equation

\[
\psi'' \approx \frac{2M Q}{\hbar^2} x^2 \psi, \quad (8.90)
\]

for which we obtain either exponential growth or decay and omit the non-physical growing solution. This choice is clearly not an option in Eqs. (8.85)-(8.86). What we
have uncovered is an example of macroscopic Klein-tunneling. This effect is predicted for ordinary relativistic electrons inside a large potential barrier, but in our case it pertains to a BEC, and so it is a macroscopic phenomenon occurring at very low energies. Physically, the barrier potential forces a positive energy particle into negative energy states so that the total wavefunction does not decay to zero but acquires a component within the continuum of negative energy scattering states below the Dirac point. We can interpret this in our problem by recalling the positive and negative energy scattering states for massless Dirac quasi-particles in the honeycomb lattice. The eigenstates in the non-interacting massles case traveling in the positive $x$-direction solve the two-spinor equation

$$E \Psi(x) = ic \sigma_x \hat{p}_x \Psi$$  \hspace{1cm} (8.91)$$

where $\sigma_x$ is the usual first Pauli matrix. The two independent solutions are the Weyl spinors

$$\Psi_+(x, p_x) = e^{-ip_x x / \hbar} \begin{pmatrix} 1 \\ 1 \end{pmatrix}, \hspace{1cm} (8.92)$$

$$\Psi_-(x, p_x) = e^{-ip_x x / \hbar} \begin{pmatrix} 1 \\ -1 \end{pmatrix}, \hspace{1cm} (8.93)$$

where it is straightforward to show that $E \Psi_\pm = \pm c p_x \Psi_\pm$, where $\Psi_\pm$ are the positive and negative energy states (above and below the Dirac point) and differ by the relative phase between the A and B sublattice amplitudes (upper and lower spinor components). From these we can construct a superposition of positive and negative energy quasi-particles traveling to the right and to the left, respectively, by forming

$$\Psi(x, \pm p_x) \equiv \frac{1}{2} [\Psi(x, +p_x) + \Psi(x, -p_x)] \hspace{1cm} (8.94)$$

$$= \begin{pmatrix} \cos p_x x / \hbar \\ \sin p_x x / \hbar \end{pmatrix}. \hspace{1cm} (8.95)$$
From this expression we see that Eqs. (8.87)-(8.88) describe a mixing into positive and negative energy states, the hallmark feature of Klein-tunneling [251]. For the practical purpose of confining the BEC, it seems possible to modify the trapping potential by breaking it up into a series of smaller step functions to soften the trap edge. Figure 8.9 shows the ground state when the harmonic trap potential is replaced by the function

\[
V(\chi) = \frac{1}{2} \{1 + \tanh [0.1(\chi - 20)]\},
\]  

for which we see a dramatic decrease in the tail oscillations.

To obtain the functional relation between the chemical potential \(\mu\) and the interaction \(U\) for a particular excitation inside the harmonic trap, we first derive an expression for the normalization of the wavefunction for the new rescaled NLDE in Eqs. (8.80)-(8.81). This is found to be
Figure 8.10: (color online) Discrete spectra of the line soliton in a harmonic trap. Ground state (black). First excited state (red). Second excited state (blue). The vertical axis is labeled by the renormalized chemical potential $\tilde{\mu}$, and the normalization $N$ is along the horizontal axis. Both quantities are dimensionless.

\[ \int d\chi (|\eta_A(\chi)|^2 + |\eta_B(\chi)|^2) = N, \]  

where the right hand side is given by

\[ N = \frac{\sqrt{3} \hbar \omega N U}{3 t_h^2}, \]  

where $N$ is the number of atoms in the system. To compute the chemical potential spectra, we fix $Q$ (which is the same as fixing $\omega$ and thus the oscillator length) and vary $\tilde{\mu}$, calculating the norm $N$ for each value of $\tilde{\mu}$. This gives the paired values $(N, \tilde{\mu})$. These values for the line soliton ground state, and first and second excited states are graphed in Figure 8.10. The plots show two regimes: weakly interacting at small $N$ versus strongly interacting for large $N$. Note that $N$ depends on both the total
number of atoms and the interaction $U$, as one would expect. For small $N \sim 10^{-3}$, the solutions correspond to the single-particle bound states of a massless Dirac spinor trapped inside a harmonic potential. Here the quantization can be seen by noting that the three states shown in the figure intersect the vertical axis at $\tilde{\mu} = 2.83$, $3.80$, $4.88$, or in terms of the oscillator frequency $\omega$: $\mu = 2.83 \hbar \omega$, $3.80 \hbar \omega$, $4.88 \hbar \omega$, for the ground state and first two excited states, respectively, which displays approximate integer multiples $n$ of the energy $\hbar \omega$: $\mu \approx (2.8 + n)\hbar \omega$. For large $N \sim 1$, solutions are bound gray solitons with spectra characterized by a power law: $\tilde{\mu} \propto N^{\alpha}$.

8.7 Conclusion

In this article we have presented an exact closed form bright soliton train in addition to a gray line soliton obtained through a numerical shooting method. We find a similarity between the analytical bright solitons and those obtained by using a soliton series expansion technique. Each term in the soliton expansion resembles the envelope function of the soliton train and suggests the possibility of additional exact solution. Also, we find that each term in the expansion is an exactly integrable quantity uniquely associated with a conserved charge, which seems to suggest possible integrability of the NLDE. A likely fruitful research direction would be a rigorous test for integrability using a standard analytical method. Solution of the NLDE by inverse scattering would also lead to a much deeper understanding of its solution space.

By introducing a mass gap into our system we have uncovered a mapping between the NLDE and the massive Thirring model. The significance of the mapping is twofold: it allows for a direct incorporation of Thirring solitons into the larger space of NLDE solutions, while also revealing a completely integrable Poincaré invariant subspace of the NLDE. From the standpoint of stability, gap solitons are robust objects due to their isolation from single particle scattering states. In the case of embedded solitons, we find that all of our bright solitons are stable based on analysis using the relativistic linear stability equations. However, the line soliton is found to be dynam-
ically unstable due to the presence of a complex eigenvalue in its linear spectrum, with a lifetime of $3.76 \mu s$.

We have computed the discrete spectra for several bound states of the line soliton and found two asymptotic regions. One at small interaction where the chemical potential for excited states differ by a constant multiple of the oscillator energy, $\mu \approx (2.8 + n) \hbar \omega$, and the other limit for large interaction where the chemical potential obeys a power law: $\mu \propto U^\alpha$. We have shown that confinement in a harmonic trap leads to a macroscopic realization of Klein-tunneling and suggests future investigations extending the full physics of the Klein paradox to the BEC.
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8.8 Appendix A: Continuous Spectrum of the NLDE

8.8.1 Four-Spinor Spectrum

Here we present some important details regarding the continuous spectrum of the nonlinear Dirac operator in the presence of mass gap. The information we present here provides a context for the solitons described in the main body of this article. We first consider a BEC that is a macroscopic superposition of excitations at two opposite Dirac points. In this case, a variety of superpositions of the four-spinor components are possible. The full NLDE in the chiral representation splits into equations for each Dirac point:
\[ i\hbar \partial_t \Phi = \hbar c \vec{\sigma} \cdot \vec{p} \Phi + (m_s - \eta) c_l \Phi - U \sum_{M_i^{(u)}} (M_i^{(u)} \Phi)(\Phi^\dagger M_i^{(u)}) \Phi \quad (8.99) \]
\[ i\hbar \partial_t \chi = -\hbar c \vec{\sigma} \cdot \vec{p} \chi - (m_s - \eta) c_l \chi - U \sum_{M_i^{(l)}} (M_i^{(l)} \chi)(\chi^\dagger M_i^{(l)}) \chi , \quad (8.100) \]

with the two-spinors defined in terms of excitations of the A and B sublattices at two opposite Dirac points \( \pm \),

\[ \Phi = \begin{pmatrix} \psi_{A+} \\ \psi_{B+} \end{pmatrix}, \quad \chi = \begin{pmatrix} \psi_{B-} \\ \psi_{A-} \end{pmatrix}, \quad (8.101) \]

and \( M_i^{(u)} \) and \( M_i^{(l)} \) are the upper and lower submatrices along the diagonals of the \( M_i \).

For our problem the eigenvalue \( \omega \) is identified with the chemical potential \( \mu = \hbar \omega \).

We can find the continuous spectrum of the NLDE operator by substituting in plane wave stationary states for the various component wavefunctions and then solving the associated characteristic equation. In this way we obtain

\[ \mu(k)_\pm = U \pm c_l \sqrt{\hbar^2 k^2 + (m_s - \eta)^2} . \quad (8.102) \]

The corresponding Fourier states labeled by the helicity \( h \) and energy eigenvalue are

\[ \Psi_{h_+}^{(+)} = e^{i(bkx - \omega_+ t)} \begin{pmatrix} 1 \\ A \\ 0 \end{pmatrix}, \quad \Psi_{h_+}^{(+)} = e^{i(bkx - \omega_+ t)} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad (8.103) \]
\[ \Psi_{h_+}^{(-)} = e^{i(bkx - \omega_- t)} \begin{pmatrix} 1 \\ -A \\ 0 \end{pmatrix}, \quad \Psi_{h_+}^{(-)} = e^{i(bkx - \omega_- t)} \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}, \quad (8.104) \]

where we have used the following definitions:

\[ \omega_\pm = \mu_\pm / \hbar, \quad A = \frac{(c_l / \hbar) p}{(\mu - U) - c_l (m_s - \eta)}, \quad (8.105) \]
\[ p^2 = (\hbar / c_l)^2 [ (\mu - U)^2 - c_l^2 (m_s - \eta)^2] . \quad (8.106) \]
8.8.2 Resonances at $k = 0$

At the gap edge where $k = 0$, the eigenvalues reduce to

$$\mu(0)_{\pm} = U \pm (m_s - \eta)c_l. \quad (8.107)$$

The resonances at the gap edges are the given by

$$
\begin{align*}
\Psi_{h+}^{(+)} &= e^{-i\omega_{+} t} \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \\
\Psi_{h-}^{(+)} &= e^{-i\omega_{+} t} \begin{pmatrix} 0 \\ 0 \\ 1 \\ -1 \end{pmatrix}, \\
\Psi_{h+}^{(-)} &= e^{-i\omega_{-} t} \begin{pmatrix} 1 \\ -1 \\ 0 \\ 0 \end{pmatrix}, \\
\Psi_{h-}^{(-)} &= e^{-i\omega_{-} t} \begin{pmatrix} 0 \\ 0 \\ 1 \\ 1 \end{pmatrix}. 
\end{align*}
\quad (8.108)$$

8.8.3 Two-Spinor Spectrum

In the Chiral representation, the NLDE decouples into pairs of equations, one for each Dirac point. As before, we solve for plane-wave stationary states with total energy $E = \mu$ with $\psi_A \sim A \exp(i k \cdot r)$ and $\psi_B \sim B \exp(i k \cdot r)$ are. As before, we find that the eigenvalue satisfies the equation

$$\mu(k) = U \pm c_l \sqrt{\hbar^2 k^2 + (m_s - \eta)^2}, \quad (8.110)$$

with a gap size $2|m_s - \eta|c_l$. The shape of $\mu(k)$ is a hyperbola centered at $\mu = U$ and asymptotically approaching the straight lines $U \pm c_l \hbar k$, for $k \to \pm \infty$ or in the limit of small gap size. The continuous spectrum is defined as the union of interval $(-\infty, U - m_s c_l + \eta c_l] \cup [U + m_s c_l - \eta c_l, +\infty)$. Next, we examine two special points in the spectrum.
8.8.4 Static Solutions for Zero Chemical Potential

If we look at the two points where $E = 0$ that occur where the lower branch crosses the $k$-axis, we find static solutions with $k = \pm k_0 = \pm (1/\hbar c_l) \sqrt{U^2 - c_l^2 (m_s - \eta)^2}$. These are time-independent solutions with plane-wave spatial dependence that form the boundary between positive and negative eigenvalue. Here, the momentum just balances the interaction $U$ adjusted by the gap size. At a single Dirac point, there is just one state and has positive helicity

$$\Psi^{(-)}_{h_0} = \sqrt{1/2} e^{ik_0 x} \begin{pmatrix} 1 \\ -A \\ 0 \\ 0 \end{pmatrix}. \tag{8.111}$$

The nonzero current associated with this state is

$$J^\mu = \bar{\Psi}^{(-)}_{h_0} \gamma^\mu \Psi^{(-)}_{h_0} = \Psi^{(-)*}_{h_0} \gamma^0 \gamma^\mu \Psi^{(-)}_{h_0}. \tag{8.112}$$

so that

$$J^0 = \frac{1}{2} + \frac{1}{2} = 1, \tag{8.113}$$

$$J^x = (c_l/\hbar) \frac{p}{U + c_l (m_s - \eta)}, \tag{8.114}$$

This is a static plane wave with non-zero current.

8.8.5 Resonances at $k = 0$

These are solutions at the edge of the gap, $\mu_\pm (0) = U \pm (m_s - \eta)$. There are two uniform solutions
\[ \Psi_{h+}^{(+)} = e^{-i\omega_+ t} \begin{pmatrix} 1 \\ 1 \\ 0 \\ 0 \end{pmatrix}, \quad \Psi_{h+}^{(-)} = e^{-i\omega_- t} \begin{pmatrix} 1 \\ -1 \\ 0 \\ 0 \end{pmatrix}, \] 

where \( \omega_\pm = \mu_\pm(0)/\hbar \).
CHAPTER 9

EFFECTIVE QUANTUM FIELD THEORY FOR BOSONS IN THE HONEYCOMB LATTICE


Abstract

We develop the continuum field theory for bosons near the Dirac points of a honeycomb lattice and find that the system is described by a relativistic quantum field theory for Dirac spinors. We derive the effective field theory at the quantum critical point and find that this is described by a nonlinear Dirac action with additional higher order terms in the superfluid order parameter and its derivatives. The presence of the Dirac points result in the characteristic phase differences between the two sublattices which results in the exact spinor structure for the continuum theory.
9.1 Introduction

In the theory of ultracold bosons in a honeycomb lattice, the mean-fields for bosons defined relative to the Dirac point can be interpreted as quasi-particle fields propagating on a background which provides an $SU(2)$ Berry phase. Here we use the Hubbard-Stratonovich formalism to obtain the associated continuum quantum field theory for bosons. As a preliminary step, we first derive the many-body Hamiltonian in the lattice by expanding the field operators in terms of Wannier states and focusing on the geometry of the lattice to arrive at a Hamiltonian for Dirac spinors.

9.2 Microscopic Derivation of the Many-body Hamiltonian for Bosons in a Honeycomb Lattice

9.2.1 First-Order Nearest-Neighbor Hopping

Consider a BEC in a honeycomb optical lattice where we work with characteristic momentum near the Dirac point. We consider the case of zero particle interactions. We do this in order to isolate the part of the Hamiltonian which describes low energy quasi-particle excitations near the Dirac point and show that we arrive at the massless Dirac Hamiltonian in $(2+1)$-dimensions. The second quantized Hamiltonian for the condensate in the lattice is

$$\hat{H} = \int d^2r \hat{\psi}^\dagger H_0 \hat{\psi}, \quad (9.1)$$

$$H_0 \equiv -\frac{k^2}{2m} \nabla^2 + V(\vec{r}). \quad (9.2)$$

The field operators $\hat{\psi} = \hat{\psi}(\vec{r}, t)$ obey bosonic commutation relations in the Heisenberg picture and $V(\vec{r})$ is the potential of the honeycomb lattice. The goal is to derive the effective Hamiltonian for quasi-particles interacting with the lattice background. Toward this end, we express the many-body wavefunction in terms of a Bloch expansion. In the tight-binding approximation we can decompose the fields into sums of terms specific to each lattice site.
\[ \hat{\psi} = \hat{\psi}_A + \hat{\psi}_B, \quad (9.3) \]
\[ \hat{\psi}_A \equiv \sum_A e^{ik(r - r_A)} u(r - r_A) \cdot \hat{a} \phi_{q,A}(r), \quad (9.4) \]
\[ \hat{\psi}_B \equiv \sum_B e^{ik(r - r_B)} u(r - r_B) \cdot \hat{b} \phi_{q,B}(r). \quad (9.5) \]

Inserting these into Eq. (9.1) and restricting the sum to nearest-neighbors gives
\[
\hat{H} = \int d^2r \sum_{<A,B>} \left[ \hat{a}^\dagger e^{-ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}^*(\bar{r}) H_0 \hat{a} e^{ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}(\bar{r}) \right. \\
+ \hat{a}^\dagger e^{-ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}^*(\bar{r}) H_0 \hat{b} e^{ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}(\bar{r}) \\
+ \hat{b}^\dagger e^{-ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}^*(\bar{r}) H_0 \hat{a} e^{ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}(\bar{r}) \\
+ \hat{b}^\dagger e^{-ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}^*(\bar{r}) H_0 \hat{b} e^{ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}(\bar{r}) \right] \quad (9.6) \\
\bar{X}_A \equiv \bar{r} - \bar{r}_A, \quad \bar{X}_B \equiv \bar{r} - \bar{r}_B, \quad \bar{X}_{AB} = \bar{r}_A - \bar{r}_B. \quad (9.7) \]

We are interested in the behavior of low momentum excitations relative to the Dirac point momentum at the corner of the Brillouin zone. This is equivalent to expanding the quasi-particle functions about their designated lattice sites and keeping only the lowest order terms; this works because \( \phi_{q,A} \) and \( \phi_{q,B} \) do not vary much over the nearest-neighbor separation distance. Thus,
\[
\phi_{q,A}(\bar{r}) \simeq \phi_{q,A}(\bar{r}_A) + \vec{\nabla} \phi_{q,A} |_{\bar{r}_A} \cdot (\bar{r} - \bar{r}_A) + \ldots, \\
\phi_{q,B}(\bar{r}) \simeq \phi_{q,B}(\bar{r}_B) + \vec{\nabla} \phi_{q,B} |_{\bar{r}_B} \cdot (\bar{r} - \bar{r}_B) + \ldots \quad (9.8) \\
\]

Keeping only zeroth order terms and substituting back into Eq. (9.6) gives
\[
\hat{H} = \int d^2r \sum_{<A,B>} \left[ \hat{a}^\dagger e^{-ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}^*(\bar{r}_A) H_0 \hat{a} e^{ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}(\bar{r}_A) \right. \\
+ \hat{a}^\dagger e^{-ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}^*(\bar{r}_A) H_0 \hat{b} e^{ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}(\bar{r}_B) \\
+ \hat{b}^\dagger e^{-ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}^*(\bar{r}_B) H_0 \hat{a} e^{ik\bar{X}_A} u(\bar{X}_A) \phi_{q,A}(\bar{r}_A) \\
+ \hat{b}^\dagger e^{-ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}^*(\bar{r}_B) H_0 \hat{b} e^{ik\bar{X}_B} u(\bar{X}_B) \phi_{q,B}(\bar{r}_B) \right]. \quad (9.9) \]
Isolating the integrals, we get

$$\hat{H} = \sum_{<A,B>} \left[ \hat{a}^\dagger \hat{b} \phi_{q,A}^*(\vec{r}_A) \phi_{q,B}(\vec{r}_B) e^{i\vec{k} \cdot \vec{x}_{AB}} \int d^2r e^{-i\vec{k} \cdot \vec{r}} u(\vec{x}_A) H_0 e^{i\vec{k} \cdot \vec{r}} u(\vec{x}_B) \right. $$

$$+ \hat{b}^\dagger \hat{a} \phi_{q,B}(\vec{r}_B) \phi_{q,A}(\vec{r}_A) \int d^2r e^{+i\vec{k} \cdot \vec{r}} u(\vec{x}_A) H_0 e^{+i\vec{k} \cdot \vec{r}} u(\vec{x}_B) \right.$$  

$$+ \sum_A \hat{a}^\dagger \hat{a} \phi_{q,A}(\vec{r}_A) \phi_{q,A}(\vec{r}_A) \int d^2r e^{-i\vec{k} \cdot \vec{r}} u(\vec{x}_A) H_0 e^{i\vec{k} \cdot \vec{r}} u(\vec{x}_A) $$

$$+ \sum_B \hat{b}^\dagger \hat{b} \phi_{q,B}(\vec{r}_B) \phi_{q,B}(\vec{r}_B) \int d^2r e^{-i\vec{k} \cdot \vec{r}} u(\vec{x}_B) H_0 e^{i\vec{k} \cdot \vec{r}} u(\vec{x}_B). \quad (9.10)$$

The last two terms give an overall self energy so focus only on the first two terms.

Writing the integrals as the hopping energy $t_h$ gives

$$\hat{H} = -t_h a \sum_{<A,B>} \left[ \hat{a}^\dagger \hat{b} \phi_{q,A}(\vec{r}_A) \phi_{q,B}(\vec{r}_B) e^{i\vec{k} \cdot \vec{x}_{AB}} + \hat{b}^\dagger \hat{a} \phi_{q,B}(\vec{r}_B) \phi_{q,A}(\vec{r}_A) e^{-i\vec{k} \cdot \vec{x}_{AB}} \right], \quad (9.11)$$

where $a$ is the lattice spacing. Evaluating the exponentials at the Brillouin zone with the proper vectors $\chi_{AB}$ for nearest-neighbors and using the condensed notation: $\phi_{q,B_j} = \phi_{q,B}(\vec{r}_{B_j})$ and $\phi_{q,A_j} = \phi_{q,A}(\vec{r}_{A_j})$, we get

$$\hat{H} = -t_h a \sum_{A,B} \left[ \hat{a}^\dagger \hat{b} \phi_{q,A_j} \phi_{q,B_j} + \hat{a}^\dagger \hat{b} \phi_{q,A_j} \phi_{q,B_{j-n_1}} (-1/2 - i\sqrt{3}/2) \right. \quad (9.12)$$

$$+ \hat{a}^\dagger \hat{b} \phi_{q,A_j} \phi_{q,B_{j-n_2}} (-1/2 + i\sqrt{3}/2) + \hat{b}^\dagger \hat{a} \phi_{q,B_j} \phi_{q,A_j} $$

$$+ \hat{b}^\dagger \hat{a} \phi_{q,B_{j+n_1}} (-1/2 + i\sqrt{3}/2) + \hat{b}^\dagger \hat{a} \phi_{q,B_{j+n_1}} (-1/2 + i\sqrt{3}/2) \right].$$

Adding and subtracting some terms, regrouping, and inserting the differences $\Delta n_1$ and $\Delta n_2$ in order to ensure that the fields have the proper spatial dimensionality. Here $n_1$ and $n_2$ are coordinates in the direction of the lattice vectors. In terms of $x$ and $y$ coordinates they are $n_1 = (\sqrt{3}/2)x - (1/2)y$, $n_2 = (\sqrt{3}/2)x + (1/2)y$. We then get
\[\hat{H} = -t_h a \sum_{A,B} \left[ \hat{a}^{\dagger} \hat{b} \phi_{q,A}^* \frac{(\phi_{q,B} - \phi_{q,B_j - n_1})}{\Delta n_1} (1/2 + i\sqrt{3}/2) \Delta n_1 \Delta n_2 \right. \\
+ \hat{a}^{\dagger} \hat{b} \phi_{q,A_j}^* \frac{(\phi_{q,B_j} - \phi_{q,B_j - n_2})}{\Delta n_2} (1/2 - i\sqrt{3}/2) \Delta n_1 \Delta n_2 \\
+ \hat{b}^{\dagger} \hat{a} \phi_{q,B_j}^* \frac{(\phi_{q,A_j + n_1} - \phi_{q,A_j})}{\Delta n_1} (-1/2 + i\sqrt{3}/2) \Delta n_1 \Delta n_2 \\
+ \hat{b}^{\dagger} \hat{a} \phi_{q,B_j}^* \frac{(\phi_{q,A_j + n_2} - \phi_{q,A_j})}{\Delta n_2} (-1/2 - i\sqrt{3}/2) \Delta n_1 \Delta n_2 \left. \right]. \tag{9.13}\]

In the long wavelength limit, or equivalently taking \(\Delta n_1\) and \(\Delta n_2\) to zero, the sum becomes an integral

\[\hat{H} = -t_h a \lim_{\Delta n_1, \Delta n_2 \to 0} \sum_{A,B} \left[ \hat{a}^{\dagger} \hat{b} \phi_{q,A}^* \frac{\Delta \phi_{q,B_j}}{\Delta n_1} (1/2 + i\sqrt{3}/2) \Delta n_1 \Delta n_2 \right. \\
+ \hat{a}^{\dagger} \hat{b} \phi_{q,A_j}^* \frac{\Delta \phi_{q,B_j}}{\Delta n_2} (1/2 - i\sqrt{3}/2) \Delta n_1 \Delta n_2 \\
+ \hat{b}^{\dagger} \hat{a} \phi_{q,B_j}^* \frac{\Delta \phi_{q,A_j}}{\Delta n_1} (-1/2 + i\sqrt{3}/2) \Delta n_1 \Delta n_2 \\
+ \hat{b}^{\dagger} \hat{a} \phi_{q,B_j}^* \frac{\Delta \phi_{q,A_j}}{\Delta n_2} (-1/2 - i\sqrt{3}/2) \Delta n_1 \Delta n_2 \right] \\
= -t_h \int d\Delta n_1 d\Delta n_2 \left[ \hat{a}^{\dagger} \hat{b} \phi_{q,A}^* \partial_{n_1} \phi_{q,B} (1/2 + i\sqrt{3}/2) + \hat{a}^{\dagger} \hat{b} \phi_{q,A_j}^* \partial_{n_2} \phi_{q,B} (1/2 - i\sqrt{3}/2) \\
+ \hat{b}^{\dagger} \hat{a} \phi_{q,B_j}^* \partial_{n_1} \phi_{q,A} (-1/2 + i\sqrt{3}/2) + \hat{b}^{\dagger} \hat{a} \phi_{q,B_j}^* \partial_{n_2} \phi_{q,A} (-1/2 - i\sqrt{3}/2) \right]. \tag{9.14}\]

Transforming to orthogonal \(x\) and \(y\) coordinates using

\[n_1 = (1/\sqrt{3}) x - y, \quad n_2 = (1/\sqrt{3}) x + y\]

\[\Rightarrow \quad y = (1/2)(n_2 - n_1), \quad x = (\sqrt{3}/2)(n_1 + n_2), \tag{9.15}\]

we get

\[\partial_{n_1} = (\partial_n x) \partial_x + (\partial_n y) \partial_y = (\sqrt{3}/2) \partial_x - (1/2) \partial_y,\]
\[\partial_{n_2} = (\partial_n x) \partial_x + (\partial_n y) \partial_y = (\sqrt{3}/2) \partial_x + (1/2) \partial_y. \tag{9.16}\]

Putting these together gives
\[
\hat{H} = -t_h a \int \int dx\,dy \left\{ \hat{a}^\dagger \hat{b} \phi_{q,A}^\ast \left[ (\sqrt{3}/2) \partial_x - (1/2) \partial_y \right] \phi_{q,B} (1/2 + i \sqrt{3}/2) \\
+ \hat{a}^\dagger \hat{b} \phi_{q,A}^\ast \left[ (\sqrt{3}/2) \partial_x + (1/2) \partial_y \right] \phi_{q,B} (1/2 - i \sqrt{3}/2) \\
+ \hat{b}^\dagger \hat{a} \phi_{q,B}^\ast \left[ (\sqrt{3}/2) \partial_x - (1/2) \partial_y \right] \phi_{q,A} (-1/2 + i \sqrt{3}/2) \\
+ \hat{b}^\dagger \hat{a} \phi_{q,B}^\ast \left[ (\sqrt{3}/2) \partial_x + (1/2) \partial_y \right] \phi_{q,A} (-1/2 - i \sqrt{3}/2) \right\}. \tag{9.17}
\]

Finally, after multiplying out and recombining the terms, and rotating the coordinate system, we obtain the expression

\[
\hat{H} = -t_h a (\sqrt{3}/2) \int \int dx\,dy \left[ \hat{a}^\dagger \hat{b} \phi_{q,A}^\ast \left( \partial_x \phi_{q,B} - i \partial_y \phi_{q,B} \right) + \hat{b}^\dagger \hat{a} \phi_{q,B}^\ast \left( \partial_x \phi_{q,A} + i \partial_y \phi_{q,A} \right) \right] \\
= -t_h (\sqrt{3}/2) \int \int dx\,dy \left[ \hat{\psi}_A^\dagger \left( \partial_x \hat{\psi}_B - i \partial_y \hat{\psi}_B \right) + \hat{\psi}_B^\dagger \left( \partial_x \hat{\psi}_A + i \partial_y \hat{\psi}_A \right) \right]. \tag{9.18}
\]

This is the second quantized Dirac Hamiltonian for one pseudospin valley of the honeycomb lattice. By going through the same steps for the opposite corner of the Brillouin zone we get the usual 4-spinor Hamiltonian for a free massless particle:

\[
\hat{H} = -i t_h a (\sqrt{3}/2) \int d^2r \hat{\psi}^\dagger (\gamma^\mu \partial_\mu) \hat{\psi}, \tag{9.19}
\]

where

\[
\hat{\psi} \equiv \left( \begin{array}{c} \hat{a} \phi_{q,A+} \\ \hat{b} \phi_{q,B+} \\ \hat{b} \phi_{q,B-} \\ \hat{a} \phi_{q,A-} \end{array} \right). \tag{9.20}
\]

We can see that the inclusion of higher order corrections through Eq. (9.8) will introduce symmetry breaking terms reflecting a greater resolution of the lattice structure. For example, adding another term would result in a Hamiltonian with an additional quadratic term in the spatial derivatives which a quadratic correction to the linear Dirac dispersion.
Second-Order Nearest-Neighbor Hopping Correction

At this point it would be instructive to examine the theory to the next order in the lattice spacing. Returning to Eq. (9.8), we now include the second terms that involve gradients of the quasi-particle wavefunctions, and by following the same steps as for the zeroth order case, we should expect the appearance of kinetic terms with second derivatives in the spatial directions. We work in the tight-binding limit, consequently there are two additional second order corrections which are negligible and we do not consider here. The first is the effect from extending the calculation to include three nearby sites spanning a length of $2\vec{n}_1$ (or $2\vec{n}_2$). Such triples are mediated by two A (or B)-sites, in particular by the relative difference in amplitudes between the two sites of the same type, thus effectively the gradient in the A or B-field. From this argument it is clear that we have inherently chosen to neglect gradients in the mediating field in favor of the field itself. A second contribution which we neglect is the next-nearest-neighbor hopping, which again is justified in the tight-binding limit.

For simplicity, we write the integrals as $\vec{T}_A$ and $\vec{T}_B$ respectively, and condense the field and gradient notation with the understanding that they are evaluated at the sites labeled by their subscripts, which gives

$$\hat{H} \equiv \sum_{<A,B>} \left[ \hat{a}^\dagger \hat{b} \phi^*_q,A(\vec{r}_A)e^{i\vec{k}\cdot\vec{\chi}_{AB}\nabla}\phi^*_q,B|\vec{r}_B\cdot \int d^2r (\vec{r} - \vec{r}_B)e^{-i\vec{k}\cdot\vec{r}}u(\vec{\chi}_A)H_0e^{i\vec{k}\cdot\vec{r}}u(\vec{\chi}_B) + \hat{b}^\dagger \hat{a} \phi^*_q,B(\vec{r}_B)e^{-i\vec{k}\cdot\vec{\chi}_{AB}\nabla}\phi^*_q,A|\vec{r}_A\cdot \int d^2r (\vec{r} - \vec{r}_A)e^{-i\vec{k}\cdot\vec{r}}u(\vec{\chi}_B)H_0e^{i\vec{k}\cdot\vec{r}}u(\vec{\chi}_A) \right]. (9.21)$$

For simplicity, we write the integrals as $\vec{T}_A$ and $\vec{T}_B$ respectively, and condense the field and gradient notation with the understanding that they are evaluated at the sites labeled by their subscripts, which gives

$$\hat{H} \equiv \sum_{<A,B>} \left[ \hat{a}^\dagger \hat{b} \phi^*_q,A e^{i\vec{k}\cdot\vec{\chi}_{AB}\nabla}\phi^*_q,B + \hat{b}^\dagger \hat{a} \phi^*_q,B e^{-i\vec{k}\cdot\vec{\chi}_{AB}\nabla}\phi^*_q,A \right]. (9.22)$$

Following the same procedure as in the previous section, we obtain
\[ \hat{H} = \sum_{A,B} \left[ \hat{a}_{q,A_j}^+ \phi_{q,A_j}^* \left( \nabla_{q,B_j} \cdot \vec{T}_{B_j} - \nabla_{q,B_{j-n_1}} \cdot \vec{T}_{B_{j-n_1}} \right) \frac{(1/2 + i\sqrt{3}/2) \Delta n_1 \Delta n_2}{\Delta n_1} \right. \\
+ \hat{b}_{q,A_j}^+ \phi_{q,A_j}^* \left( \nabla_{q,B_j} \cdot \vec{T}_{B_j} - \nabla_{q,B_{j-n_2}} \cdot \vec{T}_{B_{j-n_2}} \right) \frac{(1/2 - i\sqrt{3}/2) \Delta n_1 \Delta n_2}{\Delta n_2} \left( 1/2 - i\sqrt{3}/2 \right) \Delta n_1 \Delta n_2 \\
+ \hat{b}_{q,B_j}^\dagger \phi_{q,B_j}^* \left( \nabla_{q,A_{j+n_1}} \cdot \vec{T}_{A_{j+n_1}} - \nabla_{q,A_j} \cdot \vec{T}_{A_j} \right) \frac{(-1/2 + i\sqrt{3}/2) \Delta n_1 \Delta n_2}{\Delta n_1} \\
+ \hat{b}_{q,B_j}^\dagger \phi_{q,B_j}^* \left( \nabla_{q,A_{j+n_2}} \cdot \vec{T}_{A_{j+n_2}} - \nabla_{q,A_j} \cdot \vec{T}_{A_j} \right) \frac{(-1/2 - i\sqrt{3}/2) \Delta n_1 \Delta n_2}{\Delta n_2} \right] . \tag{9.23} \]

The first moments, \( \vec{T}_{B_j} \) and \( \vec{T}_{A_j} \), point in the direction from one site to one of its nearest-neighbors, since these integrals contain the overlap of symmetric Wannier functions and so are weighted along the line joining neighboring sites. This allows us to simplify the integrals by writing them proportional to the \( \vec{\delta} \) vectors that point between neighboring sites. The magnitude of these is independent of the site and so can be factored out of the whole expression. Physically, this number characterizes to second order (in momentum) propagation of quasi-particle fields, and is identified with the reciprocal of the effective mass. With \( \vec{\delta}_1 = (1/2\sqrt{3}, -1/2) \), \( \vec{\delta}_2 = (1/2\sqrt{3}, 1/2) \), \( \vec{\delta}_3 = (-1/\sqrt{3}, 0) \), the moments are
\( \vec{T}_{B_j} = \int d^2r(\vec{r} - \vec{r}_{B_j})e^{-i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{A_j})H_0e^{i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{B_j}) \) (9.24)

\( = \frac{\sqrt{3}}{m} \hat{\delta}_3 \) (9.25)

\( = \frac{\sqrt{3}}{m} \left( -\frac{1}{\sqrt{3}}, 0 \right), \) (9.26)

\( \vec{T}_{B_{j-n_1}} = \int d^2r(\vec{r} - \vec{r}_{B_{j-n_1}})e^{-i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{A_j})H_0e^{i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{B_{j-n_1}}) \) (9.27)

\( = \frac{\sqrt{3}}{m} \hat{\delta}_1 \) (9.28)

\( = \frac{\sqrt{3}}{m} \left( \frac{1}{2\sqrt{3}}, -\frac{1}{2} \right), \) (9.29)

\( \vec{T}_{B_{j-n_2}} = \int d^2r(\vec{r} - \vec{r}_{B_{j-n_2}})e^{-i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{A_j})H_0e^{i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{B_{j-n_2}}) \) (9.30)

\( = \frac{\sqrt{3}}{m} \hat{\delta}_2 \) (9.31)

\( = \frac{\sqrt{3}}{m} \left( \frac{1}{2\sqrt{3}}, \frac{1}{2} \right), \) (9.32)

\( \vec{T}_{A_j} = \int d^2r(\vec{r} - \vec{r}_{A_j})e^{-i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{B_j})H_0e^{i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{A_j}) \) (9.33)

\( = \frac{\sqrt{3}}{m} (\hat{\delta}_3) \) (9.34)

\( = \frac{\sqrt{3}}{m} \left( \frac{1}{\sqrt{3}}, 0 \right), \) (9.35)

\( \vec{T}_{A_{j+n_1}} = \int d^2r(\vec{r} - \vec{r}_{A_{j+n_1}})e^{-i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{B_j})H_0e^{i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{A_{j+n_1}}) \) (9.36)

\( = \frac{\sqrt{3}}{m} (\hat{\delta}_1) \) (9.37)

\( = \frac{\sqrt{3}}{m} \left( -\frac{1}{2\sqrt{3}}, \frac{1}{2} \right), \) (9.38)

\( \vec{T}_{A_{j+n_2}} = \int d^2r(\vec{r} - \vec{r}_{A_{j+n_2}})e^{-i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{B_j})H_0e^{i\vec{k} \cdot \vec{r}}u(\tilde{\chi}_{A_{j+n_2}}) \) (9.39)

\( = \frac{\sqrt{3}}{m} (\hat{\delta}_2) \) (9.40)

\( = \frac{\sqrt{3}}{m} \left( -\frac{1}{2\sqrt{3}}, -\frac{1}{2} \right). \) (9.41)

Next, expanding the dot-products gives
\[ \vec{\nabla} \phi_{q,B_j} \cdot \vec{T}_{B_j} = -\frac{1}{m} \partial_x \phi_{q,B_j}, \quad (9.43) \]

\[ \vec{\nabla} \phi_{q,B_j-1} \cdot \vec{T}_{B_j-1} = \frac{1}{2m} \partial_x \phi_{q,B_j-1} - \frac{\sqrt{3}}{2m} \partial_y \phi_{q,B_j-1}, \quad (9.44) \]

\[ \vec{\nabla} \phi_{q,B_j-2} \cdot \vec{T}_{B_j-2} = \frac{1}{2m} \partial_x \phi_{q,B_j-2} + \frac{\sqrt{3}}{2m} \partial_y \phi_{q,B_j-2}, \quad (9.45) \]

\[ \vec{\nabla} \phi_{q,A_j} \cdot \vec{T}_{A_j} = \frac{1}{m} \partial_x \phi_{q,A_j}, \quad (9.46) \]

\[ \vec{\nabla} \phi_{q,A_j+1} \cdot \vec{T}_{A_j+1} = -\frac{1}{2m} \partial_x \phi_{q,A_j+1} + \frac{\sqrt{3}}{2m} \partial_y \phi_{q,A_j+1}, \quad (9.47) \]

\[ \vec{\nabla} \phi_{q,A_j+2} \cdot \vec{T}_{A_j+2} = -\frac{1}{2m} \partial_x \phi_{q,A_j+2} - \frac{\sqrt{3}}{2m} \partial_y \phi_{q,A_j+2}. \quad (9.48) \]

Inserting these expressions into \( \hat{H} \) and taking the limit \( \Delta n_1 \Delta n_2 \rightarrow dn_1 \, dn_2 \), leads to

\[
\hat{H} = a \int dn_1 dn_2 \left[ \hat{a}^\dagger \hat{b} \phi^*_q \partial_{n_1} \left( -\frac{1}{m} \partial_x \phi_q - \frac{1}{2m} \partial_x \phi_q + \frac{\sqrt{3}}{2m} \partial_y \phi_q \right) \left( 1/2 + i\sqrt{3}/2 \right) \right. \\
+ \left. \hat{a}^\dagger \hat{b} \phi^*_q \partial_{n_2} \left( -\frac{1}{m} \partial_x \phi_q - \frac{1}{2m} \partial_x \phi_q - \frac{\sqrt{3}}{2m} \partial_y \phi_q \right) \left( 1/2 - i\sqrt{3}/2 \right) \right. \\
+ \left. \hat{b} \hat{a} \phi^*_q \partial_{n_1} \left( -\frac{1}{2m} \partial_x \phi_q + \frac{\sqrt{3}}{2m} \partial_y \phi_q - \frac{1}{m} \partial_x \phi_q \right) \left( -1/2 + i\sqrt{3}/2 \right) \right. \\
+ \left. \hat{b} \hat{a} \phi^*_q \partial_{n_2} \left( -\frac{1}{2m} \partial_x \phi_q - \frac{\sqrt{3}}{2m} \partial_y \phi_q - \frac{1}{m} \partial_x \phi_q \right) \left( -1/2 - i\sqrt{3}/2 \right) \right]. \quad (9.49) 
\]

The next step is to write all derivatives and differentials in terms of \( x \) and \( y \) coordinates and insert the Jacobian factor \( 2/\sqrt{3} \) along with \( \partial_{n_1} = (\sqrt{3}/2) \partial_x - (1/2) \partial_y \), \( \partial_{n_2} = (\sqrt{3}/2) \partial_x + (1/2) \partial_y \), so that
\[ \hat{H} = \frac{a}{\sqrt{3}} \int \frac{dxdy}{2m} \left[ \hat{a} \hat{b} \phi_{q,A}^* \left( \frac{\sqrt{3}}{2} \partial_x - \frac{1}{2} \partial_y \right) \left( -3 \partial_x + \sqrt{3} \partial_y \right) \phi_{q,B} \left( \frac{1}{2} + i \frac{\sqrt{3}}{2} \right) \\
+ \hat{a} \hat{b} \phi_{q,A}^* \left( \frac{\sqrt{3}}{2} \partial_x + \frac{1}{2} \partial_y \right) \left( -3 \partial_x - \sqrt{3} \partial_y \right) \phi_{q,B} \left( \frac{1}{2} - i \frac{\sqrt{3}}{2} \right) \\
+ \hat{b} \hat{a} \phi_{q,B}^* \left( \frac{\sqrt{3}}{2} \partial_x - \frac{1}{2} \partial_y \right) \left( -3 \partial_x + \sqrt{3} \partial_y \right) \phi_{q,A} \left( -1/2 + i \sqrt{3}/2 \right) \\
+ \hat{b} \hat{a} \phi_{q,B}^* \left( \frac{\sqrt{3}}{2} \partial_x + \frac{1}{2} \partial_y \right) \left( -3 \partial_x - \sqrt{3} \partial_y \right) \phi_{q,A} \left( -1/2 - i \sqrt{3}/2 \right) \right]. \]  

(9.50)

After multiplying out all the factors and regrouping like terms we obtain a much simpler expression

\[ \hat{H} = \int \frac{dxdy}{2m} \left[ \hat{a} \hat{b} \phi_{q,A}^* \left( -3 \partial_x^2 + 6i \partial_x^2 \partial_y^2 - \partial_y^2 \right) \phi_{q,B} + \hat{b} \hat{a} \phi_{q,B}^* \left( 3 \partial_x^2 + 6i \partial_x^2 \partial_y^2 + \partial_y^2 \right) \phi_{q,A} \right]. \]  

(9.51)

We are free to transform the coordinates in both expressions to recover the Schrödinger Laplacian form as long as we include the correct Jacobian factor. Thus, we define

\[ \partial_x \to u \partial_x + v \partial_y \]  
\[ \partial_y \to w \partial_x + z \partial_y . \]  

(9.52)

(9.53)

Inserting this transformation into the first expression in for \( \hat{H} \) and imposing the proper constraints to ensure that the transformed expression is the Laplacian in 2D, we obtain the conditions

\[ -3u^2 + 6uw - w^2 = 1 , \]  

(9.54)

\[ -6uv + 6i(uz + vw) - 2wz = 0 , \]  

(9.55)

\[ -3v^2 + 6ivz - z^2 = 1 . \]  

(9.56)

After a few algebraic steps, we find a solution
\begin{align*}
u &= \frac{7}{3} \sqrt{\frac{3}{4}}, \quad (9.57) \\
v &= -2, \quad (9.58) \\
w &= \sqrt{\frac{3}{4}}, \quad (9.59) \\
z &= i, \quad (9.60)
\end{align*}

and the Jacobian factor for this transformation is \(-3\sqrt{4/3}\). The constraints for the second expression in \(\hat{H}\) are

\begin{align*}
3u^2 + 6iuw + w^2 &= 1, \quad (9.61) \\
6uv + 6i(uz + vw) + 2wz &= 0, \quad (9.62) \\
3v^2 + 6ivz + z^2 &= 1, \quad (9.63)
\end{align*}

where, after more algebra, we find that

\begin{align*}
u &= \frac{7}{3} \sqrt{\frac{3}{4}}, \quad (9.64) \\
v &= -2i, \quad (9.65) \\
w &= i \sqrt{\frac{3}{4}}, \quad (9.66) \\
z &= 1. \quad (9.67)
\end{align*}

The Jacobian factor here is \(3\sqrt{4/3}\). Finally, the transformed Hamiltonian is

\[\hat{H} = \sqrt{3a} \int \frac{dxdy}{m} \left( -\hat{a}^\dagger \hat{b}^* \phi_{q,A} \nabla^2 \phi_{q,B} + \hat{b}^\dagger \hat{a}^* \phi_{q,B} \nabla^2 \phi_{q,A} \right). \quad (9.68)\]

For the special mode where \(\phi_{q,B} = \phi_{q,A}\), we obtain the form

\[\hat{H} = \sqrt{3a} \int d^2r \left[ \hat{\psi}_{A}^\dagger \left( -\frac{\hbar^2 \nabla^2}{m} \right) \hat{\psi}_{B} + \hat{\psi}_{B}^\dagger \left( \frac{\hbar^2 \nabla^2}{m} \right) \hat{\psi}_{A} \right]. \quad (9.69)\]

This gives the second order correction to the Hamiltonian for long-wavelength excitations corresponding to the second order expansion of the dispersion relation for
the upper and lower branches of the Dirac cone. The many-body Hamiltonian up to second-order in spatial derivatives can be expressed in condensed notation. Including the result from the previous gives

$$ \hat{H} = -i \int d^2r \hat{\psi}^\dagger \left( \hbar c_i \sigma \cdot \mathbf{p} + \frac{\sqrt{3}}{m} \sigma_y \mathbf{p}^2 \right) \hat{\psi}. \quad (9.70) $$

### 9.3 Continuum Quantum Field Theory

We can determine the structure of the low energy excitations of the insulating phase by the usual quantum field theory technique. First we introduce the superfluid order parameters as before but now we allow it vary in two (continuous) spatial dimensions as well as time: $\psi(\mathbf{r}, \tau)$. The path integral form of the Euclidean partition function near the SF-MI phase transition is

$$ Z = \int Dc_i(\tau) Dc_i^*(\tau) \exp \left( - \int_0^{1/T} d\tau \mathcal{L} \right), \quad (9.71) $$

$$ \mathcal{L} = \sum_i \left( c_i^* \hbar \partial_\tau c_i - \mu c_i^* c_i + \frac{1}{2} U c_i^* c_i^* c_i c_i + 1 \right) - J \sum_{<i,j>} \left( c_i^* c_j^* + c_j^* c_i^* \right), \quad (9.72) $$

where the indices $i, j$ are short hand for the $i^{th}$ and $j^{th}$ lattice vectors $\mathbf{r}_i$ and $\mathbf{r}_j$ respectively and $c$ and $c^*$ are the corresponding bosonic fields. Decoupling the hopping term as before by the standard Hubbard-Stratanovich transformation by introducing the auxiliary field $\psi_i(\tau)$ into $Z$ which gives

$$ Z = \int Dc_i(\tau) Dc_i^*(\tau) D\psi_i(\tau) D\psi_i^*(\tau) \exp \left( - \int_0^{1/T} d\tau \mathcal{L}' \right), \quad (9.73) $$

$$ \mathcal{L}' = \sum_i \left( c_i^* \hbar \partial_\tau c_i - \mu c_i^* c_i + \frac{1}{2} U c_i^* c_i^* c_i c_i - \psi_i c_i^* - \psi_i^* c_i \right) + \sum_{<i,j>} \psi_i^* J_{ij}^{-1} \psi_j. \quad (9.74) $$

Note that the dependence on the Euclidean time $\tau$ is implied. The usual process involves integrating over $c_i$ and $c_i^*$ and then performing a derivative expansion in the
superfluid fields $\psi_i$ to obtain the low energy, long wavelength, effective action. To connect to the Dirac theory, we still must translate the action to the edge of the Brillouin zone before performing the integral over the $c_i$. Resetting the zero-point for the fields to the Dirac point requires the addition of an extra phase in the hopping terms which comes from the background. Also, we must make the sublattice structure explicit in the hopping terms so that $L'$ becomes

$$L' = \sum_{<r,r'> \in \{A,B\}} \left( c^*_r \hbar \partial_\tau c_r - \mu c^*_r c_r + \frac{1}{2} U c^*_r c^*_r c_r c_r - e^{i\theta_{rr'}} \psi_r J_{rr'}^{-1} c^*_r e^{-i\theta_{rr'}} \psi^*_{r'} J_{rr'}^{-1} c_{r'} \right)$$

$$+ \sum_{<r,r'>} e^{i\theta_{rr'}} \psi^*_{r'} J_{rr'}^{-1} \psi_r , \quad (9.75)$$

where $e^{i\theta_{rr'}}$ is the directed background phase between nearest-neighbor sites coming from the Bloch wave expansion at the Dirac point of the lattice. The notation in the first summation refers to the $A$ sublattice and $B$ sublattice vector spaces. Next, we factor the partition function

$$Z = \int D\psi_i(\tau) D\psi_i^*(\tau) \exp \left[ -\frac{\hbar t}{\hbar} \int d\tau \sum_{<r,r'>} e^{i\theta_{rr'}} \psi^*_r \psi_{r'} \right]$$

$$\times \int Dc_i(\tau) Dc_i^*(\tau) \exp \left[ -\frac{\hbar t}{\hbar} \int d\tau \sum_{<r,r'> \in \{A,B\}} (-e^{i\theta_{rr'}} \psi^*_r c_r - e^{-i\theta_{rr'}} \psi^*_{r'} c_{r'}) \right]$$

$$\times \exp \left\{ -\frac{L_0[c,c^*]}{\hbar} \right\}, \quad (9.76)$$

where we have reduced the nearest-neighbor transition matrix to $J_{rr'}^{-1} = t_h$ and the action composed purely of Mott fields is

$$L_0[c,c^*] = \int d\tau \sum_{r \in \{A,B\}} c^*_r \left( \hbar \partial_\tau - \mu + \frac{1}{2} U c^*_r c_r \right) c_r . \quad (9.77)$$

The functional integral over the Mott fields in the second line of $Z$ is just the expectation value of the exponential containing the cross-terms of Mott and superfluid
fields weighted by the exponential of the action $S_0$:

\[
Z = \int \mathcal{D}\psi_i(\tau) \mathcal{D}\psi^*_i(\tau) \exp \left[ -\frac{\hbar}{t} \int d\tau \sum_{<r,r'>} e^{i\theta_{rr'}\psi^*_r\psi_{r'}} \right]
\times \langle \exp \left[ -\frac{\hbar}{t} \int d\tau \sum_{<r,r'>\in\{A,B\}} \left( -e^{i\theta_{rr'}\psi_r\psi^*_r} - e^{-i\theta_{rr'}\psi^*_r\psi_r} \right) \right] \rangle_0.
\]

(9.78)

To evaluate this expression, we follow the usual cumulant expansion prescription but, since the Mott fields do not acquire an expectation value in the ground state, all odd power correlators vanish which simplifying the expansion

\[
\langle \exp(M) \rangle_{0}^{\text{even}} \approx \exp \left[ \frac{1}{2} \langle M^2 \rangle_0 + \langle M^4 \rangle_0 - \frac{1}{4} \langle M^2 \rangle_0^2 + \ldots \right].
\]

(9.79)

Then the effective action up to second order in the superfluid field $\psi$ and $\psi^*$ is

\[
\mathcal{L}_{\text{eff}}[\psi, \psi^*] = -\frac{\hbar}{t} \sum_{<r,r'>} \int d\tau e^{i\theta_{rr'}\psi^*_r\psi_{r'}}

+ \sum_{<r,r'>} \int d\tau \left[ \frac{t^2}{2\hbar^2} \left( (e^{i\theta_{rr'}\psi_r\psi^*_r} + e^{-i\theta_{rr'}\psi^*_r\psi_r})^2 \right)_0 + \frac{t^4}{4\hbar^4} \left( (e^{i\theta_{rr'}\psi_r\psi^*_r} + e^{-i\theta_{rr'}\psi^*_r\psi_r})^4 \right)_0 \right. 

- \left. \frac{t^4}{4\hbar^4} \left( (e^{i\theta_{rr'}\psi_r\psi^*_r} + e^{-i\theta_{rr'}\psi^*_r\psi_r})^2 \right)_0^2 \right].
\]

(9.80)

Next, we note the following properties of the two-point and four-point functions
\[ \langle c_r(\tau)c_r^*(\tau') \rangle_0 = \delta (\mathbf{r} - \mathbf{r}') \langle c(\tau)c^*(\tau') \rangle_0 , \quad (9.81) \]
\[ \langle c^*_r(\tau)c^*_r(\tau') \rangle_0 = \langle c_r(\tau)c_r(\tau') \rangle_0 = 0 , \quad (9.82) \]
\[ \langle c_r(\tau)c_r'(\tau')c_r^*(\tau'')c_r''(\tau'''') \rangle_0 = 0 , \quad (9.83) \]
\[ \langle c^*_r(\tau)c^*_r(\tau')c^*_r(\tau'')c^*_r(\tau'''') \rangle_0 = 0 , \quad (9.84) \]

To compute the two-point function we introduce the imaginary time ordering operator \( T \) and express the answer in terms of an operator expression so that we can connect to our previous work:

\[ \langle c(\tau)c^*(\tau') \rangle_0 = \langle T [c(\tau)c^\dagger(\tau')] \rangle_0 \]
\[ = \theta (\tau - \tau') \langle c(\tau)c^\dagger(\tau') \rangle_0 + \theta (\tau' - \tau') \langle c^\dagger(\tau')c(\tau) \rangle_0 , \quad (9.89) \]

and in the second line we have expressed the time-ordered result in terms of the Heavyside functions. These expressions can be computed exactly by using the result that we found before for the ground state energy:

\[ E^{(0)}_g = \frac{1}{2} \hat{U} g (g - 1) - \bar{\mu} g , \quad (9.91) \]

with \( g \) the number of particles in the ground state. The problem reduces to the simple formula

322
\[ \langle \tau', g | c(\tau') c^\dagger(\tau) | \tau, g \rangle \]

\[ = (g + 1) \langle 0, g + 1 | \exp \left[ \left( E^{(0)}_{g+1} - E^{(0)}_g \right) \tau'/\hbar \right] \cdot \exp \left[ - \left( E^{(0)}_{g+1} - E^{(0)}_g \right) \tau/\hbar \right] | 0, g + 1 \rangle \]

\[ = (g + 1) \exp \left[ - \left( E^{(0)}_{g+1} - E^{(0)}_g \right) (\tau - \tau')/\hbar \right], \quad (9.92) \]

so that

\[ \langle c(\tau)c^\dagger(\tau') \rangle_0 = \theta(\tau - \tau') (g + 1) \exp \left[ - \left( E^{(0)}_{g+1} - E^{(0)}_g \right) (\tau - \tau')/\hbar \right] \]

\[ + \theta(\tau' - \tau) g \exp \left[ \left( E^{(0)}_{g-1} - E^{(0)}_g \right) (\tau - \tau')/\hbar \right], \quad (9.93) \]

keeping in mind that

\[ E^{(0)}_{g+1} - E^{(0)}_g = gU - \mu, \quad (9.94) \]

\[ E^{(0)}_{g-1} - E^{(0)}_g = (g - 1)U - \mu, \quad (9.95) \]

then

\[ \langle c(\tau)c^\dagger(\tau') \rangle_0 = \theta(\tau - \tau')(g + 1) \exp \left[ - (gU - \mu) (\tau - \tau')/\hbar \right] \]

\[ + \theta(\tau' - \tau) g \exp \left[ (gU - U - \mu) (\tau - \tau')/\hbar \right]. \quad (9.96) \]

For the four-point function, we can use Wick’s theorem to reduce it to sums of products of two-point functions and then evaluate these using our previous results:
Next, we rewrite the integral with respect to $\tau$. We obtain:

where we now call the phase difference $\phi$ difference between nearest-neighbor sites have the property that $\phi \equiv \theta_{rr'} = -\theta_{r'r}$ where we now call the phase difference $\phi$ to avoid confusing it with the Heavyside step function. We obtain:

Using these results and forming discrete derivatives in the fist summation of the effective action, we can then take the continuum limit, also, we note that the phase difference between nearest-neighbor sites have the property that $\phi \equiv \theta_{rr'} = -\theta_{r'r}$ where we now call the phase difference $\phi$ to avoid confusing it with the Heavyside step function. We obtain:

Next, we rewrite the integral with respect to $\tau'$ in the second line above:
\[
\int d\tau' e^{i2\phi} \psi_i(\mathbf{r}, \tau) \psi^*_i(\mathbf{r}, \tau') \langle T [c(\tau)c^*(\tau')] \rangle_0
\]

\[
e^{i2\phi} \psi_i(\mathbf{r}, \tau) \int_0^\tau d\tau' \psi^*_i(\mathbf{r}, \tau') \{ (g + 1) \exp \left[ - (gU - \mu) (\tau - \tau') / \hbar \right] \}
+ e^{i2\phi} \psi_i(\mathbf{r}, \tau) \int_{\tau}^{\infty} d\tau' \psi^*_i(\mathbf{r}, \tau') \{ g \exp \left[ (gU - U - \mu) (\tau - \tau') / \hbar \right] \}
\]

\[
e^{i2\phi} \left[ \frac{(g + 1)}{(gU - \mu)} + \frac{g}{(gU - U - \mu)} \right] \hbar |\psi_i(\mathbf{r}, \tau)|^2
- e^{i2\phi} \left[ \frac{(g + 1)}{(gU - \mu)^2} - \frac{g}{(gU - U - \mu)^2} \right] \hbar^2 \psi^*_i(\mathbf{r}, \tau) \partial_\tau \psi_i(\mathbf{r}, \tau) + O(\hbar^3), \quad (9.100)
\]

where the second equality comes from integrating by parts twice with respect to \( \tau' \) and dropping an overall constant. Continuing this process produces higher order derivatives and powers of the superfluid order parameter which, in the low energy and low momentum approximation, justify the truncation. Computing all other terms and combining the sublattice fields \( \psi_i \) in spinor form \( \Psi \equiv (\psi_A, \psi_B)^T \), the effective action takes the final form

\[
L_{\text{eff}}[\Psi, \bar{\Psi}] = \quad (9.101)
\]

\[
- \int d\mathbf{r} d\tau \left[ \bar{\Psi} \partial_\tau \Psi + ic_l \bar{\Psi} (\sigma \cdot \nabla) \Psi + \frac{U}{2} \sum_{i \in \{A,B\}} |\psi_i|^4 + r |\Psi|^2 + \kappa_1 |\partial_\tau \Psi|^2 + \kappa_2 |\nabla \Psi|^2 \right].
\]

Here we have defined \( \bar{\Psi} \equiv (\Psi^*)^T \). The first three terms comprise the classical action for the nonlinear Dirac equation, the fourth term is a quadratic chemical potential where \( r = 0 \) gives the condition for the second order superfluid-insulator transition, and the last two quadratic terms describe second sound for the superfluid. Note that the final term comes from the next order correction to the gradient describing departure from linear dispersion at the Dirac point. This is computed in detail in the next section. Notably, Eq.(9.102) is the Lagrangian that describes the strongly interacting critical quantum field theory at the Dirac point of the honeycomb lattice. Notice that in the coefficients of the higher order terms, \( t_h \) occurs as a modified
hopping parameter $t'_h \equiv e^{i2\phi} t_h$. This has the effect of weighting transitions in the direction of the lattice momentum $\mathbf{K}$ by a factor of $(1 + i\sqrt{3})$ and in the opposite direction of $\mathbf{K}$ by a factor of $(1 - i\sqrt{3})$. The imaginary parts of these weights represent the effect of the background condensate on the hopping terms that appear at the level of the Hamiltonian. We can see their effects by noting that the induced transition amplitude from lattice site $i$ to site $j$ in the direction of $\mathbf{K}$ is obtained by taking the expectation value after exponentiating the imaginary parts of the hopping terms

$$T(i \rightarrow j) = \langle n_i - 1, n_j + 1 | \exp \left[ -i(i\sqrt{3}t_h) \hat{b}_j^\dagger \hat{b}_i (t - t_0) / \hbar \right] | n_i, n_j \rangle - 1 \approx (t - t_0)t_h \sqrt{3} n_i^{1/2} (n_j + 1)^{1/2} / 2\hbar, \quad (9.102)$$

while for the reverse process we get:

$$T(j \rightarrow i) \approx -(t - t_0)t_h \sqrt{3} n_j^{1/2} (n_i + 1)^{1/2} / 2\hbar. \quad (9.103)$$

As we would expect, the imaginary terms induce gains and losses of particles for transitions along $\mathbf{K}$ and opposite $\mathbf{K}$ respectively. Yet, it is crucial to note that the phase transition depends on $|e^{i2\phi} t_h|$, so that what we have described is just an interpretation of the phase as a mean-field effect that accounts for higher order interactions with the background condensate.

9.4 Conclusion

We have obtained the continuum quantum field theory for bosons near the Dirac point, and found that it has the same form as that of relativistic interacting Dirac spinors, but with two additional interaction terms corresponding to second sound in the superfluid, one proportional to the square of the time derivative and the other proportional the square of the gradient of the field. The equation of motion for the corresponding single-particle states is the nonlinear Dirac equation, with additional terms second order in the space-time derivatives. Together, these extra second order
terms are identical to the Klein-Gordon momentum terms. This last feature points to the interesting prospect of a possible redefinition of fields to obtain a relativistic theory of interacting fermions and bosons. Several modifications to our results offer the possibility of investigating more elaborate field theories. For example, by including mass gaps and nearest neighbor interactions, which can be tuned to be attractive or repulsive, may lead to other interesting field theories near criticality such as Gross-Neveu, Chern-Simons, Kogut-Susskind, and Yukawa theory, in addition to low energy supersymmetric theories.
In this thesis we have derived the nonlinear Dirac equation, a new mean-field theory which describes bosons in a 2D honeycomb lattice analogous to the nonlinear Schrödinger equation for general BECs in 3D. In addition, we have derived the relativistic linear stability equations (RLSE), the relativistic generalization of the Bogoliubov-de Gennes equations. We have obtained localized solutions of the NLDE which include bright and gray solitons, topological and non-topological vortices, half-quantum vortices, and skyrmion textures. Although similar solutions have been studied in ordinary BECs confined only by a magnetic trap, our solutions exhibit a Dirac spinor structure due to the presence of the honeycomb optical lattice. Thus, we obtain solitons, vortices, and textures with a Dirac spinor structure sharing features in common with both spinor BECs and particle physics models.

From the point of view of experimental realization, we have clearly defined all the physical parameters of our theory through a systematic reduction from the usual 3D BEC parameters down to the effective 2D lattice at long-wavelengths. The constraints are clearly established and a workable range of values is determined for all of our parameters. We have fully described the necessary steps to construct the lattice and transfer the BEC to any desired vortex configuration while maintaining the system in a metastable state. In addition, discrete spectra for relativistic vortices give a global perspective for vortex energies as functions of the particle interaction. A significant result of our findings is that most of the soliton solutions are perfectly stable while most vortex lifetimes are on the order of or greater than the BEC lifetime. Together, these results provide a formal prescription for realizing relativistic vortices in the laboratory.
On the theory side, we have characterized the low energy quantum fluctuations of all of our solutions by developing a new theory of relativistic quasi-particles contained in the RLSE. The RLSE describe propagation of pseudospin-1/2 quasi-particles similar to the case of graphene pseudospin valley excitations. However, we go beyond the standard graphene picture by considering the effect of tuning a bosonic contact interaction with positive s-wave scattering. By solving for the coherence factors we find that tuning the interaction $U$ upward gradually changes the character of quasi-particle excitations from pseudospin-1/2 to pseudospin-0 or 1, i.e., to a singlet or triplet state. More precisely stated, for $U \ll \sqrt{3} \pi t_h a/R$, where $t_h$ is the hopping energy, $a$ the lattice constant, and $R$ the condensate radius, quasi-particles are distinct and uncorrelated pseudospin-1/2 states: the lattice spin-valley structure is only weakly affected by particle interactions. On the other hand, when $U \gg \sqrt{3} \pi t_h a/R$, quasi-particles are highly correlated into pairs with aligned or anti-aligned pseudospin.

When considering a typical vortex solution of the NLDE in the mean-field picture, quantum fluctuations appear as either bound states (fluctuations of the vortex) or free scattering states (fluctuations of the ambient background). Bound states are localized within one or two healing lengths of the vortex core and deplete the vortex by introducing equal admixtures of particles and holes.

We have analyzed the 1D NLDE, obtained experimentally by making the trap size small in one of the planar directions, which amounts to setting one spatial derivative to zero. The 1D case offers an opportunity to focus on the question of integrability, since the most common integrable systems are 1D models. One approach to proving integrability of a system is to find a reparametrization, or mapping, to another known integrable model. By doing so we gain insight into the original system and possibly new solutions. Using the complete four-spinor NLDE with mass gap as a starting point, which provides a large parameter space to work with, we have found a reparametrization which maps the imaginary and real parts of $A$ and $B$ sublat-
tte wavefunctions to the two independent spinor functions of the massive Thirring model. As a consequence, we were able to apply the map in reverse and obtain new soliton solutions for the massive 1D NLDE. The Thirring parameters are directly related to the mass gap parameter, chemical potential, and interaction strength in the NLDE picture. Integrability of the Thirring model is well known and has been studied extensively, which suggests a direction for further investigations of the 1D NLDE.

We have found a series solution of the 1D NLDE, when the NLDE spinor is parametrized by \( \Psi(x) = \eta(x) [\cos \varphi(x), \sin \varphi(x)]^T \). Our method expands the envelope function \( \eta(x) \) in powers of the quantity \( \cos \varphi(x)^4 + \sin \varphi(x)^4 \), which appears in the NLDE after incorporating our ansatz, and we obtain the expansion coefficients by matching. For the internal parameter function \( \varphi(x) \), we arrive at a power series with each term a differential equation for \( \varphi(x) \) containing either a positive or negative power of \( \cos \varphi(x)^4 + \sin \varphi(x)^4 \). Such terms are integrable and lead to an infinite number of conserved quantities for each term in the series. Interestingly, the terms in our series expansion match solutions which we have found by another independent method. This discussion points to symmetries of the 1D NLDE which exist and warrant deeper investigation. In particular, the conserved charges that we have found strongly suggest integrability and an underlying Lax-pair structure.

The NLDE allows for a large variety of vortex solutions, which may be classified according to how the internal degrees of freedom evolve under spatial rotations. Thus a thorough classification of our solutions into topological classes would provide a comparison with similar topological vortices in the area of spinor BECs. Spinor BECs are well established, where topological structures such as skyrmion textures are commonplace. One advantage of accessing atomic hyperfine degrees of freedom within the honeycomb lattice setting, is that this would allow for the same freedom as in the case of spinor BECs, but with the Schrödinger differential operator replaced by
the Dirac operator. In principle, the combination of internal and lattice symmetries would lead to unique nonlinear structures not yet observed in cold atomic gases.

Another possible area to investigate is the use of mixtures of more than one atomic species. Combined with a spin-dependent lattice, as we have discussed in Chapters 6 and 7, this approach offers another way to simulate relativistic mean-field theories. Specifically, the advantage of using this method lies in tuning the lattice parameters so that one type of atom experiences the lattice potential, while the other atoms experience only the harmonic trap. The corresponding continuum mean-field theory would contain Dirac spinors, as we have shown in this thesis, as well as excitations which behave according to the usual Schrödinger paradigm. Furthermore, the inclusion of interactions between the different atom types, would result in a theory of interacting Dirac spinors where interactions are mediated by the additional bosons, which could simulate a semiclassical electromagnetic field.

In Chapter 9, we established the full many-body continuum field theory for bosons. We use the Hubbard-Sratonovich method for mean-field decomposition at the insulator/superfluid boundary, and we expect that an analogous technique which includes nearest neighbor interactions will result in terms which mix the spinor components, in contrast to the case of on-site interactions. By tuning the relative strengths and signs of these interactions, we may be able to simulate a large number of relativistic field theories, since many such theories differ mainly by the specific ways in which the interactions couple the spinor components. By including in this picture the various mass gaps, which we have explored in Chapter 8, we obtain a large parameter space to work with, including four gap parameters and two types of interactions. This offers an intriguing low-energy scenario: by tuning the relative strengths and signs of mass gap parameters, on-site interactions, and nearest-neighbor interactions, we expect to see phase transitions connecting several different nonlinear Dirac theories.
Bose-Einstein condensates in honeycomb lattices offer the opportunity for more detailed investigations into fundamental questions around non-equilibrium BECs. In this thesis, particularly in Chapters 6 and 7, we have shown that it is possible to create a BEC at inherently metastable points in the honeycomb lattice, namely at the Dirac points. Combined with our lifetime and stability analyses, we have set the ground for questions such as non-equilibrium phase fluctuations, growth of the condensate fraction, and turbulence in non-equilibrium systems.
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