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What if the Hessian is degenerate: o(U) =Ef(U) = |UUT ~ X[f; (@) = Ef(@) = llea” — @[ + 5l — |23
e S. Mei, et al., “The landscape of empirical risk for non-convex losses”, 2016. Lemma 2
Lemma 1
: . . . Assumption 1 is true by settin
Assumptions » Assumption 1 is true by setting g P Y &

€ < 0.3963|z*(|, n = 0.22]="|;

3
B e e poptiation e < min{1/80,1/60k "}, n = 0.06); | | |
L. In DE{xcB(l): ||grad g(x)|[,< e} 215 - -Empirical | | | | » Assumptions 2&3 hold w.h.p if M > CN? and a,, € RY is a
o b ' A » Assumptions 2&3 are true if the constructed symmetric _ _ _ _
N o Gaussian random vector with entries following N (0, 1).
Auin(hess g(x))| > 1 5 05 10 05 15 operator A from B (A,, = 4(B,, + B,))) satisfies the RIP:
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o Y= |lam, )’ 1<m<M & 0

sup ||lgrad f(x) — grad g(x)||> < 3
xeB(l)

Note that the RIP holds w.h.p if M > C(r + k)N /42

r+k-

3. Hessian proximity:

sup ||hess f(x) — hess g(a)||s < = Phase retrieval with N =1, * = 1, Rank-1 matrix sensing:

xeB(l) -2 and M = 30. g(z) = 2(z* — 1)

f(@) = 337 Lo Gm(@® = 1)° . f(x)
Main Theorem
Theorem
Denote f and ¢ as the empirical risk and the population risk. Let D e N=2 x" =

be a maximal connected and compact subset of D. With the above

assumptions, we have

(a) D contains at most one local minimum of g. If g has K(K=0,1)

local minima in D, then f also has K local minima in D.

(b) If g has strict saddles in D, then if f has any critical points in 3

D, they must be strict saddle points.

- : Conclusions
Local Minima Distance

Corollary

We established a correspondence between the critical points of the

(B0 | ()% - local minima of f and g. Dy maximal connected and empirical risk and its population risk without the strongly

Morse assumption.

compact subset of D containing x;, and z,. p: injectivity radius of M.
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