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Abstract. We develop computable a posteriori error estimates for the pointwise evaluation of linear functionals of a solution to a parameterized linear system of equations. These error estimates are based on a variational analysis applied to polynomial spectral methods for forward and adjoint problems. We also use this error estimate to define an improved linear functional and we prove that this improved functional converges at a much faster rate than the original linear functional given a pointwise convergence assumption on the forward and adjoint solutions. The advantage of this method is that we are able to use low order spectral representations for the forward and adjoint systems to cheaply produce linear functionals with the accuracy of a higher order spectral representation. The method presented in this paper also applies to the case where only the convergence of the spectral approximation to the adjoint solution is guaranteed. We present numerical examples showing that the error in this improved functional is often orders of magnitude smaller. We also demonstrate that in higher dimensions, the computational cost required to achieve a given accuracy is much lower using the improved linear functional.
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1. Introduction. Parameterized linear systems arise naturally in electronic circuit design [33], applications of PageRank [6, 11], and dynamical systems [13]. In addition, such systems are frequently encountered in computational methods for stochastic partial differential equations once the differential operator is discretized in the physical and/or time domains. In recent years, the use of spectral methods has become an increasingly popular way to approximate response surfaces and to reduce the computational burden of Monte Carlo sampling for such systems. Several methods have been developed along these lines: stochastic Galerkin [26, 12, 3, 40, 29, 28, 25], stochastic collocation [2, 39, 41, 23, 22, 34], and nonintrusive spectral projection [1, 36], just to name a few. A theoretical comparison of some of these methods for parameterized linear systems is given in [10].

Given a parameterized linear system, all these methods use a truncated spectral expansion which introduces approximation error. The general appeal of these methods can be attributed to the exponential convergence of certain moments of the solution if a proper spectral basis is chosen. In many cases, however, the goal of the simulation is not to compute moments of the solution but to compute distributions or probabilities associated with certain functionals of the solution. For example, statistical inference...
problems using Bayesian methods require accurate and efficient estimates of distributions or probabilities. For such problems, the moments of the spectral representation are useful only if the output distribution happens to have a particularly simple form, such as Gaussian. In [31, 30], the computational efficiency of the inference problem was dramatically improved by sampling the spectral representation rather than the full model. While this approach is very appealing in terms of the computational cost, the reliability of the predictions relies on the pointwise accuracy of the spectral representation. This accuracy may be lacking for the low order spectral methods which are commonly used for high dimensional parameterized systems.

Meanwhile, computational modeling is becoming increasingly reliant on a posteriori error estimates to provide a measure of reliability on the numerical predictions. This methodology has been developed for a variety of methods and is widely accepted in the analysis of discretization error for partial differential equations [4, 15, 21]. The adjoint-based (dual-weighted residual) method is motivated by the observation that often the goal of a simulation is to compute a small number of linear functionals of the solution, such as the average value in a region or the drag on an object, rather than controlling the error in a global norm. This method has been successfully extended to estimate numerical errors due to operator splittings [16], operator decomposition for multiscale/multiphysics applications [9, 19, 20], adaptive sampling algorithms [17, 18], and inverse sensitivity analysis [5, 8]. It was also used in [32] to estimate the error in moments of linear functionals for the stochastic Galerkin approximation of a partial differential equation. In [7], the present authors used adjoint-based analysis to provide pointwise estimates for a stochastic Galerkin approximation of a partial differential equation including spatial and temporal errors. The spectral representation error was not included in the estimate, but a sufficiently high order spectral method was used so that this component was negligible.

The goal of this paper is to extend the methodology developed in [7] to parameterized linear systems and to show that the error estimate can include an accurate approximation of the spectral representation error. We also use this estimate to define an improved linear functional and we show that the pointwise accuracy of this improved linear functional is asymptotically more accurate than the original linear functional, even if a low order approximation of the adjoint is used. We summarize the impact of this result in the following remark:

If we solve the forward problem with a low order spectral method and solve the adjoint problem with another low order spectral method, then the error in the improved functional value is roughly the same as if we had solved the forward problem with a much higher order spectral method. If the parameter space is high dimensional, the computational savings of this approach may be significant.

By focusing on parameterized linear systems rather than discretized partial differential equations, we are able to present the improved linear functional and the corresponding error analysis without worrying about spatial or temporal discretization errors. The extension of this work to estimate the total error in spectral approximations for discretized stochastic partial differential equations is the subject of a forthcoming article. The utilization of an a posteriori error estimate as a corrector to define an improved linear functional has been explored in other contexts [27, 35]. However, the error estimate typically requires a projection of the discrete approximations to the forward and adjoint problems into higher order spaces. Such techniques do not apply to parameterized linear systems, and the approach in this paper does not require any additional projections.
This paper is organized as follows. In section 2, we define the parameterized linear systems. In section 3, we briefly described the spectral Galerkin and the nonintrusive spectral projection algorithms for the approximation of the parameterized linear system and discuss a priori error bounds. In section 4, we develop an a posteriori error analysis for the pointwise values of linear functionals of the solution. In section 5, we define the improved linear functional and prove a pointwise error bound. A comparison of the computational cost of this approach versus solving the forward problem with a higher order method is made in section 6. Numerical results demonstrating the accuracy and efficiency of the improved linear functional are presented in section 7. We make our concluding remarks in section 8.

2. Parameterized linear systems. Let \( \Omega = \Omega_1 \otimes \cdots \otimes \Omega_d \), where each \( \Omega_i \) may be bounded or unbounded with elements denoted by \( s = (s_1, \ldots, s_d) \). Let \( w(s) = w_1(s_1) \cdots w_d(s_d) \) be a positive, separable weight function satisfying

\[
\int_{\Omega} p(s)w(s) \, ds < \infty
\]

for any polynomial \( p(s) \), and \( \int_{\Omega} w(s) \, ds = 1 \). In a probabilistic context, \( w(s) \) is a probability density function on \( \Omega \).

Let \( x(s) \in \mathbb{R}^n \) satisfy the linear system of equations

\[
A(s)x(s) = b(s), \quad s \in \Omega,
\]

for a bounded \( A(s) \in \mathbb{R}^{n \times n} \) and \( b(s) \in \mathbb{R}^n \). We assume that (2.2) is well-posed for all \( s \in \Omega \), i.e., \( x(s) = A^{-1}(s)b(s) \) for any \( s \in \Omega \). Often, we are interested in accurately computing some functional of the solution, \( g(x(s)) \), rather than accurately computing the entire solution \( x(s) \). In this paper, we take \( g(x(s)) \) to be a linear functional, but the extension to nonlinear functionals is also possible.

If the elements of \( A(s) \) and \( b(s) \) are analytic in a region containing \( \Omega \), then the components of \( x(s) \) will also be analytic. For such cases, polynomial approximation will rapidly converge pointwise. However, for situations where the problem data is discontinuous with respect to the parameters, the solution will also be discontinuous, and polynomial approximations will not converge pointwise due to Gibbs phenomena. The analysis in section 4 holds regardless of whether the solution is smooth, and we present numerical results in section 7 confirming this.

3. Spectral approximation methods. We focus our attention on two of the most popular spectral approximation methods, namely, the spectral Galerkin method and the pseudospectral projection method. The results in this paper can easily be extended to virtually any approximation method where a global surrogate model is constructed and pointwise values are sampled throughout the parameter domain, \( \Omega \).

3.1. Background. Before reviewing the spectral Galerkin and pseudospectral methods, we set up some notation for working with multivariate polynomials. We employ the standard multi-index notation: let \( \alpha = (\alpha_1, \ldots, \alpha_d) \in \mathbb{N}^d \) be a multi-index, and define the basis polynomial

\[
\pi_\alpha(s) = \pi_{\alpha_1}(s_1) \cdots \pi_{\alpha_d}(s_d).
\]

The polynomial \( \pi_{\alpha_i}(s_i) \) is the orthonormal polynomial of degree \( \alpha_i \), where the orthogonality is defined with respect to the weight function \( w_i(s_i) \). Then for \( \alpha, \beta \in \mathbb{N}^d \),

\[
\int_{\Omega} \pi_\alpha(s) \pi_\beta(s) w(s) \, ds = \begin{cases} 1, & \alpha = \beta, \\ 0, & \text{otherwise}, \end{cases}
\]
where equality between multi-indicies means componentwise equality. For more on multivariate polynomials, see [24, 14].

We define the discrete inner product,

\[ \langle x, y \rangle = \sum_{i=1}^{n} x_i y_i, \quad x, y \in \mathbb{R}^n, \]

and the discrete space,

\[ L^2(\mathbb{R}^n) := \{ x \in \mathbb{R}^n, \|x(s)\|_{L^2(\mathbb{R}^n)} < \infty \} \]

with the corresponding norm,

\[ \|x\|_{L^2(\mathbb{R}^n)} = \langle x, x \rangle^{1/2}. \]

In addition, we define

\[ L^2(\Omega; L^2(\mathbb{R}^n)) := \{ x(s) : \|x(s)\|_{L^2(\Omega; L^2(\mathbb{R}^n))} < \infty \}, \]

\[ L^\infty(\Omega; L^2(\mathbb{R}^n)) := \{ x(s) : \|x(s)\|_{L^\infty(\Omega; L^2(\mathbb{R}^n))} < \infty \} \]

with the following norms:

\[ \|x(s)\|_{L^2(\Omega; L^2(\mathbb{R}^n))} := \left( \int_{\Omega} \|x(s)\|^2_{L^2(\mathbb{R}^n)} w(s) \, ds \right)^{1/2}, \]

\[ \|x(s)\|_{L^\infty(\Omega; L^2(\mathbb{R}^n))} := \sup_{s \in \Omega} \|x(s)\|_{L^2(\mathbb{R}^n)}. \]

We assume that \( x(s) \in L^2(\Omega; L^2(\mathbb{R}^n)) \cap L^\infty(\Omega; L^2(\mathbb{R}^n)) \).

In addition to the previously defined norms, we also will use

\[ \|z(s)\|_{L^\infty(\Omega)} := \sup_{s \in \Omega} |z(s)| \]

for any sufficiently smooth scalar function \( z : \mathbb{R} \to \mathbb{R} \).

### 3.2. Spectral Galerkin

The spectral Galerkin method approximates each component of the parameterized vector \( x(s) \) with a finite degree polynomial. We can define the space of polynomials with a set of multi-indices. Let \( \mathcal{I}_N \) be a set of multi-indices parameterized by \( N \). For example, the most common set for a spectral Galerkin approximation is

\[ \mathcal{I}_N = \{ \alpha \in \mathbb{N}^d : \alpha_1 + \cdots + \alpha_d \leq N \}. \]

We let \( \mathbb{P}^N \) denote the space of polynomials defined by

\[ \mathbb{P}^N = \text{span}\{\pi_\alpha(s) : \alpha \in \mathcal{I}_N\}. \]

This particular choice for \( \mathcal{I}_N \) corresponds to the full polynomials of degree at most \( N \). The dimension of \( \mathbb{P}^N \), which we denote by \( \|\mathbb{P}^N\| \), is \( \|\mathbb{P}^N\| = \binom{d+N}{N} \).

The spectral Galerkin approximation seeks a vector of polynomials \( X_N(s) \) with each component in \( \mathbb{P}^N \) such that

\[ \int_{\Omega} A(s) X_N(s) \pi_\alpha(s) w(s) \, ds = \int_{\Omega} b(s) \pi_\alpha(s) w(s) \, ds, \quad \alpha \in \mathcal{I}_N. \]
Galerkin methods yield the convenient orthogonality relation,

\[(3.6) \quad \int_{\Omega} A(s)e(s)\pi(s)w(s) \, ds = \int_{\Omega} R(s)\pi(s)w(s) \, ds = 0 \quad \forall \pi(s) \in P^N,\]

where \(e(s) = x(s) - X_N(s)\) and \(R(s) = b(s) - A(s)X_N(s)\).

In [10], convergence of the spectral Galerkin approximation for the parameterized linear system (2.2) in the \(L^2(\Omega; L^2(\mathbb{R}^n))\) norm is shown, i.e.,

\[\|e(s)\|_{L^2(\Omega; L^2(\mathbb{R}^n))} \leq C\rho^{-N},\]

for some \(\rho > 1\) provided \(x(s)\) is analytic in a region containing \(\Omega\).

Note that computing the spectral Galerkin approximation requires solving a large coupled linear system. The linear system has a well-defined block structure and may be sparse depending on the choice of basis and the dependence of \(A(s)\) on \(s\). However, the method is usually deemed intrusive or embedded because special algorithms need to be developed to apply stochastic Galerkin to an existing code.

### 3.3. Pseudospectral projection

If we assume that each element of the solution \(x(s)\) of the parameterized matrix equation (2.2) is analytic in a region containing \(\Omega\), then we can write the convergent Fourier expansion in vector notation,

\[(3.7) \quad x(s) = \sum_{\alpha \in \mathbb{N}^d} x_\alpha \pi_\alpha(s),\]

where the equality is in the \(L^2\) sense and, by orthogonality,

\[(3.8) \quad x_\alpha = \int_{\Omega} x(s)\pi_\alpha(s)w(s) \, ds.\]

Unfortunately, the coefficients \(x_\alpha\) depend on \(x(s)\), which is unknown. The pseudospectral method approximates these coefficients using a quadrature rule, i.e.,

\[x_{\alpha,m} = \sum_{j=1}^{m} x(s_j)\pi_\alpha(s_j)w_j,\]

where \(\{s_j\}\) and \(\{w_j\}\) are the integration points and weights, respectively. Let \(P^N\) be defined as in the previous section. The approximate solution \(X_N(s)\) with components in \(P^N\) is given by

\[(3.9) \quad X_N(s) = \sum_{\alpha \in I_N} x_{\alpha,m} \pi_\alpha(s).\]

In general, the number of collocation points need not be related to \(N\), but it was shown in [10] that a proper choice of Gaussian quadrature rule gives precisely the same solution as the spectral collocation method, and both methods converge geometrically in the \(L^2(\Omega; L^2(\mathbb{R}^n))\) norm,

\[\|e(s)\|_{L^2(\Omega; L^2(\mathbb{R}^n))} \leq C\rho^{-N},\]

if \(x(s)\) is analytic.

The advantage in using pseudospectral over spectral Galerkin is that pseudospectral is nonintrusive, meaning that \(m\) linear systems of size \(n \times n\) must be solved. These linear systems are independent, which leads to a simple parallel implementation. However, if the quadrature points are chosen to be tensor products of one-dimensional (1D) Gaussian rules, then \(m\) increases exponentially with the dimension of \(\Omega\).
3.4. Pointwise error bounds. If we assume the solution $x(s)$ is analytic over $\Omega$, then the spectral approximation converges pointwise. Such results were derived in [37] to sparse chaos approximations of stochastic partial differential equations. Pointwise convergence of stochastic Galerkin methods was also used in [38] to obtain convergence with respect to a non-Gaussian measure.

Our objective is not to prove $L^\infty(\Omega; l^2(\mathbb{R}^n))$ rates of convergence of spectral methods. We merely aim to show that given a particular pointwise error for the forward problem, we can define an improved linear functional with a much smaller error in many cases. To this end, we assume that the $L^\infty(\Omega; l^2(\mathbb{R}^n))$ estimate

\begin{equation}
\|e(s)\|_{L^\infty(\Omega; l^2(\mathbb{R}^n))} \leq \epsilon_1(N)
\end{equation}

holds for some $\epsilon_1(N) \geq 0$. Ideally, we would have $\epsilon_1(N) \downarrow 0$ monotonically as $N \to \infty$, but the main result in this paper, Theorem 5.2, will hold regardless of the form of $\epsilon_1(N)$.

4. A posteriori error analysis. Often we are interested in some quantity of interest given by a linear functional, $g(x(s))$, where $g$ depends on $s$ only through $x(s)$. According to the Reisz representation theorem, there exists a unique $\psi \in \mathbb{R}^n$ such that $g(x(s)) = \langle \psi, x(s) \rangle$ for any $s \in \Omega$. Let $\phi(s) \in \mathbb{R}^n$ satisfy the adjoint system

\begin{equation}
A^T(s)\phi(s) = \psi, \quad s \in \Omega.
\end{equation}

The assumptions made on the forward problem (2.2) also imply that there exists a unique $\phi(s) = (A(s))^{-T}\psi$ for any $s \in \Omega$.

Recall that the spectral approximation is frequently used as a surrogate model and is sampled many times to compute probabilities or densities of a quantity of interest. In this scenario, we are more interested in the error in a quantity of interest for a given $s \in \Omega$. Let $X_N(s)$ denote the spectral approximation and define $e(s) = x(s) - X_N(s)$ and $R(s) = b(s) - A(s)X_N(s)$. Since we assume that both (2.2) and (4.1) hold for any $s \in \Omega$, we can derive the following error representation:

\begin{align*}
\langle \psi, e(s) \rangle &= \langle A^T(s)\phi(s), e(s) \rangle \\
&= \langle \phi(s), A(s)e(s) \rangle \\
&= \langle \phi(s), R(s) \rangle.
\end{align*}

If we know $\phi(s)$, then the pointwise error can be computed exactly regardless of the accuracy in the spectral approximation of the forward problem.

Previous adjoint-based a posteriori error analysis for the spectral Galerkin approximation computed an integral of the error in the linear functional over $\Omega$ [32]. This approach could then take advantage of the orthogonality relation (3.6). In our approach, there is no orthogonality relation because we are evaluating the error representation at a point, $s \in \Omega$, rather than integrating over the domain. This implies that we can use a low order approximation of the adjoint to compute the error estimate. This observation is critically important to the remainder of this paper. One of the difficulties in using adjoint-based error estimates is the need to avoid orthogonality. This usually requires solving the adjoint with a higher order method than was used for the forward problem. As we shall see in sections 5 and 7, we are able to produce accurate error estimates and improved linear functionals using very low order adjoint approximations.
5. An improved linear functional. Let $\Phi_M$ be any $M$th order approximation of $\phi$ defined over $\Omega$. We are particularly interested in the case where $\Phi_M$ is computed using an $M$th order spectral approximation method. Including the approximation of the adjoint solution into the error representation gives

\begin{equation}
\langle \psi, e(s) \rangle = \langle \Phi_M(s), R(s) \rangle + \langle \phi(s) - \Phi_M(s), A(s)e(s) \rangle.
\end{equation}

The second term on the right-hand side is a truncation error and is clearly higher order since it involves the product of $e(s)$ and $\phi(s) - \Phi_M(s)$. To take advantage of this high order term, we use the error estimate to define an improved linear functional.

**Definition 5.1.** The improved linear functional is given by

$$l(s) = \langle \psi, X_N(s) \rangle + \langle \Phi_M(s), R(s) \rangle,$$

which is fully computable given $X_N$ and $\Phi_M$.

We recognize the improved linear functional as the functional of the spectral approximation plus an estimate of the error.

**Theorem 5.2.** Assume that the pointwise errors for the forward and adjoint approximations satisfy

\begin{equation}
\|e(s)\|_{L^\infty(\Omega; L^2(\mathbb{R}^n))} \leq \epsilon_1(N)
\end{equation}

and

\begin{equation}
\|\phi(s) - \Phi_M(s)\|_{L^\infty(\Omega; L^2(\mathbb{R}^n))} \leq \epsilon_2(M)
\end{equation}

respectively, where $\epsilon_1(N), \epsilon_2(M) \geq 0$. Then the pointwise error in the improved functional satisfies

$$\|\langle \psi, x(s) \rangle - l(s)\|_{L^\infty(\Omega)} \leq C\epsilon_1(N)\epsilon_2(M),$$

where $C > 0$ depends only on $A(s)$.

**Proof.** Using (5.1), we easily see that the error in $l(s)$ is given by

$$\langle \psi, x(s) \rangle - l(s) = \langle \phi(s) - \Phi_M(s), A(s)e(s) \rangle.$$

We take the supremum over $\Omega$ and bound

$$\|\langle \psi, x(s) \rangle - l(s)\|_{L^\infty(\Omega)} = \|\langle \phi(s) - \Phi_M(s), A(s)e(s) \rangle\|_{L^\infty(\Omega)}$$

\begin{align*}
&\leq C\|e(s)\|_{L^\infty(\Omega; L^2(\mathbb{R}^n))}\|\phi(s) - \Phi_M(s)\|_{L^\infty(\Omega; L^2(\mathbb{R}^n))} \\
&\leq C\epsilon_1(N)\epsilon_2(M)
\end{align*}

using a Cauchy–Schwarz inequality and the assumptions (5.2) and (5.3).

To illustrate the consequences of Theorem 5.2, consider the following examples:

- Suppose $\epsilon_1(N) = \rho^{-N}$ and $\epsilon_2(M) = \rho^{-M}$. Therefore, we have

  $$\epsilon_1(N)\epsilon_2(M) \approx \epsilon_1(N + M).$$

  This is the case most often encountered if $x(s)$ and $\phi(s)$ are smooth.

- Suppose $\epsilon_1(N) = N^{-\alpha}$ and $\epsilon_2(M) = M^{-\beta}$ for some $\alpha, \beta > 0$. Then

  $$\epsilon_1(N)\epsilon_2(M) = N^{-\alpha}M^{-\beta},$$

  which is often smaller than

  $$\epsilon_1(N + M) = (N + M)^{-\alpha}.$$

  In this case, the error in the improved functional may be much better than the error computed by solving the forward problem with a higher order method.
Suppose $\epsilon_1(N) = \rho^{-N}$ and $\epsilon_2(M) = M^{-\beta}$, meaning that the adjoint problem is more difficult to resolve than the forward problem. Then we may have

$$\epsilon_1(N)\epsilon_2(M) \gg \epsilon_1(N + M),$$

and the error in the improved functional may not be smaller than the error computed by solving the forward problem with a higher order method.

In most cases, it is equally difficult to solve the forward and the adjoint problems. Sometimes the adjoint is even easier to solve. For example, if $A$ does not depend on $s$, then the adjoint solution will not depend on $s$ and $\epsilon_2(M)$ will be zero for $M \geq 1$. This particular case is well known and a single adjoint solve can be used to estimate sensitivity of the forward solution to variations in the data.

Remark 5.1. There are numerous examples where spectral approximation methods fail, e.g., when $x(s)$ is discontinuous. Our approach is designed for the case where the spectral approximations of the forward and the adjoint problems converge, but it also applies to the case where only the spectral approximation of the adjoint problem converges. Therefore we believe that this approach extends the applicability of the spectral approximation methods.

6. Comparison of the computational cost. In the previous section, we compared the accuracy of the improved linear functional and the linear functional computed using a higher order method. However, it is important to pay careful attention to the computational cost required to achieve this accuracy. For example, solving two lower order systems is often much easier than solving one high order system, especially if the stochastic space is high dimensional. Indeed, there may be scenarios where increasing the order of the forward problem may be virtually impossible, but solving an adjoint problem of the same (or lower) order is feasible.

To compare the computational cost using the improved functional value with the cost in using a higher order method for the forward problem, we assume that $\epsilon_1(N)\epsilon_2(M) \approx \epsilon_1(N + M)$. A comparison of the cost can be made for other cases as well. For simplicity, we set $M = N$, i.e., we solve the forward and adjoint problems with the same order approximation and compare the cost in solving two order $N$ problems (forward and adjoint) with solving one order $2N$ forward problem.

It is well known that an $N$th order spectral Galerkin method requires the solution of an $n|\mathbb{P}^N| \times n|\mathbb{P}^N|$ linear system, where $|\mathbb{P}^N|$ is defined as in section 3.1. For simplicity, we assume that the linear system can be solved in $O((n|\mathbb{P}^N|)^\alpha)$ operations for some $\alpha \geq 1$. Achieving $\alpha = 1$ may be difficult in general, but as we will see, assuming a less optimal linear solver only increases the computational efficiency of the improved linear functional.

Example 1. If $d = 1$ and $\alpha = 1$, then $|\mathbb{P}^N| = N + 1$ and $2|\mathbb{P}^{2N}| \approx |\mathbb{P}^{2N}|$. However, if $\alpha > 1$, then $2|\mathbb{P}^{2N}| \ll |\mathbb{P}^{2N}|$ for large $N$ and it becomes much cheaper to solve two order $N$ problems than one order $2N$ problem.

Example 2. If $d = 10$, $\alpha = 1$, and $N = 4$, then $|\mathbb{P}^N| = 1001$, while $|\mathbb{P}^{2N}| = 43758$. Therefore, the improved functional is approximately 22 times cheaper to compute than the higher order functional. However, if $\alpha = 2$, then the improved functional is approximately $22^2$ times cheaper to compute.

As mentioned in section 3, an $N$th order pseudospectral method using tensor product quadrature rules requires solving $m$ independent linear systems of size $n \times n$. To maintain a consistent notation, we assume $m = mk_1$, where $k_1$ is the number of quadrature points in one dimension and is proportional to $N$. This assumption is merely for the ease of presentation and is not necessary in practice. For simplicity,
we assume that solving the $n \times n$ linear system may be achieved in $O(n^\beta)$ operations although the value of $\beta$ is not as important in this case.

*Example 3.* If $d = 1$, then the cost in solving the forward problem of order $N$ is $m \approx N$ and the cost in solving the forward problem of order $2N$ is $m = 2N$. Therefore the cost is nearly the same regardless of $\beta$.

*Example 4.* If $d = 10$, then the cost in solving the forward problem of order $N = 4$ is $m \approx 4^{10}$, while the cost in solving the forward problem of order $N = 8$ is $m = 8^{10}$. Therefore, the improved functional is approximately 512 times easier to compute than the higher order functional.

7. Numerical results. In this section we present three numerical results to verify the error estimates and the computational efficiencies. The first example is a simple 1D problem used to verify the rate of convergence of the pointwise error in both the original and the improved linear functionals. The second example demonstrates that accurate estimates can be obtained using the improved functional even if the spectral approximation of the forward problem fails, provided the spectral approximation of the adjoint problem is accurate. Finally, the third example comes from a finite element discretization of an elliptic partial differential equation with a random permeability tensor and demonstrates the potential gains in computational efficiency for high dimensional problems.

7.1. A $2 \times 2$ example. The following example was investigated in [10] to demonstrate the $L^2(\Omega; L^2(\mathbb{R}^n))$ convergence of the spectral Galerkin method. Let $\epsilon > 0$, and consider the following parameterized matrix equation:

\[
\begin{bmatrix}
1 + \epsilon & s \\
s & 1
\end{bmatrix}
\begin{bmatrix}
x_1(s) \\
x_2(s)
\end{bmatrix}
= \begin{bmatrix} 2 \\ 1 \end{bmatrix}
\]

with $s \in \Omega = [-1,1]$ and the exact solution

\[
x_1(s) = \frac{2 - s}{1 + \epsilon - s^2}, \quad x_2(s) = \frac{1 + \epsilon - 2s}{1 + \epsilon - s^2}.
\]

As $\epsilon \to 0$, the singularity moves closer to $\Omega$ and the spectral approximation converges at a slower rate. We take $\psi(s) = 1/2$ and use the Legendre basis for the spectral Galerkin approximation and the Gauss–Legendre integration points for the pseudospectral method. We take as our quantity of interest the error in the first component of the solution so that $\psi = [1, 0]^T$ in the adjoint.

To compare the pointwise accuracy of the linear functional and the improved linear functional, we estimate the $L^\infty(\Omega)$ norm of each by randomly sampling $s$ at 1000 points throughout $\Omega$. In Figure 7.1, we plot the resulting $L^\infty(\Omega)$ errors for $\epsilon = 0.8$ (left) and $\epsilon = 0.2$ (right) using the spectral Galerkin approximation. As noted in [10], the spectral Galerkin and the pseudospectral spectral projection methods give the same solution for this example, so we only present one set of results. The error in the linear functional for $1 \leq N \leq 5$ is given by the top curve. Each of the other curves corresponds to the error in the improved linear functional for a certain order adjoint approximation. We see that even a first order adjoint approximation improves the pointwise error in the linear functional as predicted by Theorem 5.2.

In practice, it is often preferable to solve the forward and adjoint problems using the same order method. In Figure 7.2, we plot only the error in the functional value and the error in the improved functional value computed using the same order method for both the forward and adjoint problems. In this example, the error in the improved
Fig. 7.1. $L^\infty(\Omega)$ errors in the quantity of interest for $\epsilon = 0.8$ (left) and $\epsilon = 0.2$ (right). The top line (in black) is the error in the linear functional. The other lines correspond to the $L^\infty(\Omega)$ error in the improved functional using different order adjoint approximation.

Fig. 7.2. $L^\infty(\Omega)$ errors in the quantity of interest for $\epsilon = 0.8$ (left) and $\epsilon = 0.2$ (right). The black line gives the error in the linear functional, while the red line gives the error in the improved functional value computed by solving the forward and adjoint problems with the same order method.

functional value using an order $N$ method for the forward problem and an order $M$ method for the adjoint problem is nearly the same as using an order $N + M$ method for the forward problem.

Next, we verify that the original linear functional converges pointwise at the same rate as the $L^\infty(\Omega; l^2(\mathbb{R}^n))$ error for the forward solution and that the improved linear functional converges pointwise at the product of the $L^\infty(\Omega; l^2(\mathbb{R}^n))$ rates for the forward and adjoint solutions. In Figure 7.3, we plot the $L^\infty(\Omega; l^2(\mathbb{R}^n))$ errors in the forward and adjoint solutions for each choice of $\epsilon$. We estimate the slopes of the lines corresponding to both forward and adjoint solutions to be $-0.327$ for $\epsilon = 0.8$ and $-0.169$ for $\epsilon = 0.2$. From Figure 7.2, we estimate the slope of the line corresponding to the original linear functional to be $-0.327$ for $\epsilon = 0.8$ and $-0.169$ for $\epsilon = 0.2$. In this example, the rate of pointwise convergence of the original linear functional is almost exactly the same as the $L^\infty(\Omega; l^2(\mathbb{R}^n))$ convergence rate for the forward solution. Meanwhile, the slope of the line corresponding to the improved linear functional is $-0.654$ for $\epsilon = 0.8$ (before reaching machine precision) and $-0.338$ for $\epsilon = 0.2$. Thus, the rate of pointwise convergence of the improved linear functional is almost exactly the same as the product of the $L^\infty(\Omega; l^2(\mathbb{R}^n))$ convergence rates for the forward and adjoint solutions.
7.2. A discontinuous example. Consider the parameterized linear system

\[
\begin{bmatrix}
2 & -s_1 \\
-s_2 & 1
\end{bmatrix}
\begin{bmatrix}
x_1(s) \\
x_2(s)
\end{bmatrix} = \begin{bmatrix}
1 \\
\lceil s_3 - 1/3 \rceil
\end{bmatrix},
\]

where \([\cdot]\) is the ceiling operator with \(s_i \in [-1, 1]\) and \(w(s) = 1/|\Omega|\). Note that the presence of the ceiling operator causes the solution (and all linear functionals of the solution) to be discontinuous at \(s_3 = -2/3\) and \(s_3 = 1/3\). We expect that any spectral approximation will exhibit the Gibbs phenomena and while the solution may converge in \(L^2(\Omega)\), it will not converge in \(L^\infty(\Omega; L^2(\mathbb{R}^n))\). However, the discontinuity in the solution is entirely due to the discontinuity in the right-hand side. We are interested in \(x_1(s)\), so we set \(\psi = [1, 0]^T\). The adjoint problem,

\[
\begin{bmatrix}
2 & -s_2 \\
-s_1 & 1
\end{bmatrix}
\begin{bmatrix}
\phi_1(s) \\
\phi_2(s)
\end{bmatrix} = \begin{bmatrix}
1 \\
0
\end{bmatrix}
\]

does not involve \(s_3\) and therefore \(\phi_1(s)\) and \(\phi_2(s)\) will be smooth.

In Figure 7.4, we plot the error in the functional value and the error in the improved functional value computed using the same order pseudospectral method for both forward and adjoint problems. We see that the original functional value does not converge at all, while the improved functional converges at a reasonable rate. Next,
we choose 500 random samples along the hypersurface (line) defined by

\[ s_1 = s_2 = 1/2, \quad -1 \leq s_3 \leq 1. \]

In Figure 7.5, we plot the true functional value and the order 10 pseudospectral approximation along this line. The pseudospectral approximation uses global polynomials and oscillates rapidly near \( s_3 = -2/3 \) and \( s_3 = 1/3 \). In Figure 7.6, we plot the error estimate computed for the order 10 pseudospectral approximation using an order 10 pseudospectral approximation of the adjoint problem as well as the improved functional value. Clearly, the a posteriori error estimate detects the discontinuity and corrects the functional value appropriately.

### 7.3. A higher dimensional example based on a discretized partial differential equation

Consider the following linear partial differential equation:

\[
\begin{cases}
-\nabla \cdot (K(x,y,s)\nabla u) = f(x,y), & (x,y) \in D, \\
u = 0, & (x,y) \in \Gamma_D, \\
K(x,y,s)\nabla u \cdot n = 0, & (x,y) \in \partial D \setminus \Gamma_D,
\end{cases}
\]

(7.1)

where \( D = [0,1] \times [0,1] \) and \( \Gamma_D \) is the line defined by \( \{ x = 0, 0 \leq y \leq 1 \} \). The tensor \( K(x,y,s) \) is parameterized as

\[
K(x,y,s) = 15I + \sum_{k=1}^{6} s_k (\sin(k\pi x) + \cos(k\pi y)) I
\]

with \( s_i \in [-1,1] \) for \( i = 1,2,\ldots,8 \) and \( w(s) = 1/|\Omega| \).
We discretize (7.1) using continuous piecewise linear finite elements on a uniform triangulation of $D$ consisting of 200 triangles and 121 degrees of freedom. The resulting parameterized linear system is of the form

\begin{equation}
(A_0 + \sum_{k=1}^{6} s_k A_k) x(s) = b.
\end{equation}

Our quantity of interest is the solution at $(x, y) = (0.8, 0.6)$, so we define

$$
\psi(x, y) = \frac{400}{\pi} \exp(-400(x - 0.8)^2 - 400(y - 0.6)^2)
$$

and compute the projection onto the finite element space to obtain the right-hand side for the discrete adjoint equation,

$$
(A_0 + \sum_{k=1}^{6} s_k A_k)^T \phi(s) = \psi.
$$

We use the pseudospectral method to compute the approximation of $x(s)$ over $\Omega$.

In Figure 7.7, we see that the error in the improved linear functional is much better than the original linear functional. The simulation time for the forward error depends only on the number of linear systems to solve, while the simulation time for the improved linear functional includes the construction of the pseudospectral approximation of the adjoint. We see that the computational cost to achieve a given accuracy is much lower for the improved method since the difference in solving an $N$th order problem and a $2N$th order problem is much larger due to the dimension of $\Omega$. For example, solving the forward and adjoint problems with $N = 2$ gives an improved functional value with the same accuracy as the original functional computed by solving the forward problem with $N = 4$, but the computational cost is an order of magnitude smaller.

We emphasize that the errors reported in Figure 7.7 are the pointwise errors in solving the discrete system (7.2) and do not include the finite element discretization errors over $D$. These errors can also be incorporated into the estimate but are not included here to keep the focus on parameterized linear systems. The a posteriori error analysis for discretized partial differential equations will be the subject of future work.
8. Conclusions. In this paper, we have developed a fully computable a posteriori error estimate for quantities of interest for parameterized linear systems. We also introduced an improved linear functional that converges pointwise at a much faster rate than the linear functional of the forward problem. In addition, we demonstrated that the computational cost required to achieve a given accuracy is far smaller for the improved linear functional, especially in higher parametric dimensions. In fact, we showed that solving both the forward and adjoint problems with an order $N$ approximation and computing the improved linear functional can be as accurate as using an order $2N$ method for the forward problem but with a much lower computational cost.

While the analysis in this paper is relatively straightforward, the potential impact of the pointwise a posteriori error estimate and the improved linear functional warrants future investigation. Work is in progress to extend this error analysis and improved estimation of both linear and nonlinear functionals to approximations of stochastic partial differential equations. The error estimates can also be applied to reduction techniques for higher dimensional problems, such as sparse grid and probabilistic collocation. Finally, we are pursuing the implications of these error estimates on Bayesian inference problems.
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