Anomalies of temperature and iron in the uppermost mantle inferred from gravity data and tomographic models
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Abstract

We propose a method to interpret seismic tomography in terms of thermal and compositional anomalies. In addition to the tomographic model, we use gravity data, which provide information on the density expressed as a relative density-to-shear wave velocity scaling factor ($\zeta = \partial \ln \rho / \partial \ln V_s$). The inferred values of $\zeta$ are not consistent with the presence of thermal anomalies alone. However, simultaneous anomalies of temperature and composition explain the observations. Compositional anomalies can have several origins, but we find the most relevant parameter to be the global volumic fraction of iron ($x_{Fe} = Fe/(Fe + Mg)$). We invert the tomographic model S16RLBM (Woodhouse and Trampert, 1995) and the density anomalies correlated to $V_s$-anomalies ($\delta \rho / \rho_0 = \zeta \delta V_s / V_0$) for anomalies of temperature ($\delta T$) and iron ($\delta Fe$). The partial derivatives are provided by a numerical method that reconstructs density and seismic velocity for given temperatures and petrologic models (Vacher et al., 1998). Down to $z = 300$ km depth, the distribution of temperature and iron anomalies strongly depends on the surface tectonics. The continental mantle below old cratons and stable platforms is colder than average and depleted in iron, whereas the oceanic mantle is mostly homogeneous. Due to uncertainties on the reference state of the mantle, error bars on $\delta T$ and $\delta Fe$ reach 10% of the inverted values. Finally, we apply these results to the stability of continental roots and test the hypothesis that the negative buoyancy induced by lower than average temperatures is balanced by the positive buoyancy induced by the depletion in iron. We find that continental roots are stable only if the viscosity of the mantle is strongly temperature-dependent. However, some uncertainties remain on the real effects and importance of rheology. © 2002 Elsevier Science B.V. All rights reserved.

1. Introduction

The continent–ocean distribution is a major feature of the Earth’s surface and it extends down to the Earth’s shallow interior. Global and regional models of seismic tomography, including recent ones (e.g. Woodhouse and Trampert, 1995; Alsina et al., 1996; Su and Dziewonski, 1997; Mégnin and Romanowicz, 2000; Ritsema and van Heijst, 2000; Villaseñor et al., 2001), report high-velocity roots below continents down to 200–400 km depth. These continental roots were first noted by Jordan (1975), and their origin is still a matter of debate. According to Jordan (1975), the uppermost mantle below continental shields is colder than the oceanic mantle and chemically less dense. Therefore, horizontal temperature gradients are stabilized by horizontal compositional gradients, and the mantle below continental shields is prevented from flowing. This stable layer is usually referred as the tectosphere. An alternative model involves a phase transition (Anderson, 1987): horizontal temperature variations induce variations in the depth at which phase transitions take place. For instance, if the mantle
is colder than average (e.g. in the slabs), the olivine \( \rightarrow \) \( \beta \)-spinel transition should occur at lower pressure, i.e. at depths shallower than in the rest of the mantle. However, further studies presented arguments for the presence of a stable and chemically distinct layer below cratons. Jordan (1988) reviewed geophysical arguments, including gravimetric and geothermic data, that agree with this hypothesis. Polet and Anderson (1995) pointed out that high-velocity anomaly roots could be explained by a depletion in iron and/or an enrichment in olivine. Doin et al. (1996) showed that a depleted peridotitic layer at the base of the continental lithosphere is consistent with the gosil at intermediate wavelengths (spherical harmonic degrees 6–30).

The difficulties raised by the interpretation of seismic data results from the fact that density and seismic velocities depend simultaneously on temperature, composition and pressure. The recent study by Goes et al. (2000) suggests that in the upper mantle seismic velocity is mostly sensitive to temperature. Numerical models that reconstruct seismic velocities depend simultaneously on temperature, composition and pressure. The recent study by Goes et al. (2000) suggests that in the upper mantle seismic velocity is mostly sensitive to temperature.

S-wave anomalies are provided by the PREM (Dziewonski and Anderson, 1981), the gravity anomalies are the non-hydrostatic gravity anomalies \( \delta g(\theta, \phi) \) and iron (\( \delta Fe \)) anomalies for \( 3T \) and \( 4Fe \). Our results are in good agreement with Forte and Perry (2000), and we use them to study the stability of continental roots.

2. Scaling factor in the uppermost mantle

Fig. 1 represents the sub-continental and sub-oceanic scaling factor deduced from inversions of gravity data and tomographic model (Deschamps et al., 2001). Linear inversions were performed separately for continental and oceanic areas, according to the equation

\[
\delta g(\theta, \phi) = \sum_{\ell=1}^{16} \delta g_{\ell}(\theta, \phi) = \sum_{\ell=1}^{16} \sum_{m=0}^{\ell} (\ell + 1)^{\frac{1}{2}} J_{\ell}(r) G_{\ell}(r) \frac{\delta V_{s}(\theta, \phi)}{V_{0}(r)},
\]

where the gravity anomalies \( \delta g(\theta, \phi) \) and the S-wave velocity anomalies \( \delta V_{s} \) are filtered out between spherical harmonic degrees \( \ell \) to \( \ell+1 \):

\[
\delta g(\theta, \phi) = \sum_{\ell=1}^{16} \delta g_{\ell}(\theta, \phi),
\]

\[
K(\theta, \phi) = \frac{2 \mu_{0}(r) g_{0}}{\rho R} \sum_{\ell=1}^{16} \frac{\ell (\ell + 1)}{2 \ell + 1} G_{\ell}(r) \frac{\delta V_{s}(\theta, \phi)}{V_{0}(r)}.
\]

In these equations \( R \) is the Earth’s radius, \( \pi \) is the mean density, \( g_{0} \) is the surface acceleration of gravity, and \( \rho_{0}(r) \) and \( V_{0}(r) \) the reference density and S-wave velocity models. In Fig. 1 the reference model is PREM (Dziewonski and Anderson, 1981), the gravity anomalies are the non-hydrostatic gravity anomalies derived from the gosil model EGDM96 (Lemoine et al., 1998), and the S-wave anomalies are provided by the global tomographic model S16RLBM (Woodhouse and Trampert, 1995), which is expanded up to the spherical harmonic degree \( \ell = 16 \). Each degree of the
Fig. 1. Inverted scaling factor ($\zeta$) in the sub-continental (a) and sub-oceanic (b) upper mantle. Open circles indicate the mean value of $\zeta$, and the error bars represent the variance in $\zeta$. The variance was estimated by introducing randomly generated errors in the seismological model S16RLBM. Data are filtered for degrees $\ell = 11–16$, integration (2) is performed from $z = 1000$ km depth up to the surface, and the viscosity model is MF2 (Mitrovica and Forte, 1997).

$V_s$-anomalies expansion is weighted by a geoid kernel $G_\ell(r)$, that is to say the geoid response to an anomaly of density located at radius $r$. These functions account for mantle dynamics, and therefore, they depend on the radial viscosity model (Forte and Peltier, 1991). To obtain the models of $\zeta$ presented in Fig. 1, we used a recent viscosity model proposed by Mitrovica and Forte (1997), which was built to fit both the long-wavelength gravity anomalies and the relaxation time due to postglacial uplift. One may point out that this choice is arbitrary. However, others viscosity models lead to similar results, suggesting that down to $z = 400$ km ($\zeta(z)$) does not depend on the viscosity profile (Deschamps et al., 2001). For degrees $\ell \geq 11$ the geoid kernels peak around $z = 200–300$ km and have negligible values from $z = 1000$ km down to the core–mantle boundary. Removing low degrees does not have a dramatic effect on the scaling factor in the uppermost mantle. The models of $\zeta$ obtained for degrees $\ell_1 = 2$ to $\ell_2 = 16$ are similar to those presented in Fig. 1, which were obtained by filtering the data between degrees $\ell_1 = 11$ and $\ell_2 = 16$. The spectral window $11 \leq \ell \leq 16$ is, therefore, well suited to sample the shallow mantle ($100 \leq z \leq 400$ km). On the other hand, canceling the lowest degrees ($\ell = 2–4$) removes most of the seismic signal at depths greater than 400 km, and the scaling factors for $\ell = 2–16$ and $\ell = 11–16$ are significantly different. In addition, our model is poorly constrained at depths greater than 350 km. For these reasons, we have voluntarily limited the present study to depths shallower than 300 km. Sub-continental and sub-oceanic scaling factors are clearly different. Below continents (oceans), the scaling factor has positive values down to $z = 220$ km ($140$ km) depth. The order of magnitude is 0.04, which is small in comparison to the usual experimental mineralogy estimates. Compared to previous models (e.g. Kogan and McNutt, 1993; Forte et al., 1995), our results are significantly different in shape and amplitude. These studies have imposed strong a priori information to constrain the value of $\zeta$. On the other hand, we did not assume any a priori information, except smoothness. Finally, if one accounts for anelasticity, our inverted model of $\zeta$ is in good agreement with
The temperature anomalies deduced from V_s anomalies are overestimated. Therefore, synthetic seismic velocities computed from elastic data at 1 MHz should incorporate anelastic effects. Velocities that account for anelasticity are usually expressed in terms of the quality factor Q (Minster and Anderson, 1981):

\[ V_{\text{anel}} = V_{\text{elas}} \left( 1 - \frac{1}{2} Q(\omega, p, T) \tan(\pi a/2) \right) \]  

(5)

where \( a \) is a constant, \( \omega \) the frequency of the seismic wave, \( p \) the pressure and \( T \) is the temperature. Anderson and Given (1982) proposed that attenuation results from thermally and volumetrically activated process, and that the quality factor can be expressed by

\[ Q(\omega, p, T) = A \omega^a \exp \left( \frac{a(H + pV_s)}{RT} \right) \]  

(6)

where \( A \) is a constant, \( H \) the activation enthalpy, \( p \) the pressure, \( V_a \) the volume of activation and \( R \) is the gas constant. Goes et al. (2000) used this formulation and proposed two possible models for \( Q \). Their model \( Q_1 \), based on data by Sobolev et al. (1996) fits well the absorption band model of Anderson and Given (1982). In this paper, we computed relative anomalies of density and S-wave velocity, as a function of temperature and compositional anomalies. Anomalies are calculated with respect to the reference density and velocity obtained for a reference temperature, mineralogical composition, and iron content. Velocities and densities are computed along adiabatic profiles of temperature following the method of Vacher et al. (1998) (this method is outlined in the Appendix A). We accounted for anelastic effects using Eqs. (5) and (6), and the model \( Q_1 \) of Goes et al. (2000) that is to say \( A = 1.48 \times 10^{-4} \), \( a = 0.15 \), \( H = 500 \text{kJ/mol} \) and \( V_s = 20 \text{cm}^2/\text{mol} \). Most of the following calculations were performed for a frequency \( f = 0.1 \text{ Hz} \). Before turning to the inverse problem, we first consider two illustrations of the direct problem.

First, we have computed relative V_e anomalies (\( \delta V_e/V_e \), plain line in Fig. 2) and density anomalies (\( \delta \rho / \rho_0 \), dashed line in Fig. 2) as a function of variations of temperature (\( \delta T \)), global volumic fraction of iron (\( \delta \text{Fe} \)) and volumic fraction of olivine (\( \delta \text{ol} \)) with respect to a reference model. The global volumic fraction of iron (or iron ratio) is defined by the ratio \( x_{\text{Fe}} = \text{Fe}/(\text{Fe} + \text{Mg}) \) of the bulk rock. In Fig. 2, the reference temperature and global iron ratio are equal.
Fig. 2. Relative anomalies of S-wave velocity ($\delta V_s / V_0$, solid curve) and density ($\delta \rho / \rho_0$, dashed curve) as a function of anomalies of temperature (a), anomalies of the volumic fraction of olivine (b), and anomalies of the global volumic fraction of iron (c). The reference temperature, olivine fraction and iron ratio are $T_{\text{ref}} = 1250^\circ C$, $X_{\text{ol}, \text{ref}} = 61.7\%$ (pyrolite) and $x_{\text{Fe}, \text{ref}} = 11\%$. Anelasticity is accounted for according to the model $Q_1$ of Goes et al. (2000), and assuming $f = 0.1$ Hz.

to 1250°C and 11%, respectively and the reference mineralogical composition is pyrolite. In pyrolite the volumic fraction of olivine is $X_{\text{ol}} = 61.7\%$, and the non-olivine components (with their volumic fraction) are clinopyroxene (13.3%), orthopyroxene (5.2%), garnet (15.3%) and jadeite (4.5%). The deficit/excess of olivine is shared between the non-olivine minerals as a function of their volumic fraction in the reference composition. For instance, if the rock is depleted in olivine by 10%, the composition of the rock is as follows: olivine 51.7%, clinopyroxene 16.8%, orthopyroxene 6.5%, garnet 19.3% and jadeite 5.7%. It is clear that $\delta V_s / V_0$ is much more sensitive to temperature variations than to mineralogical variations (Fig. 2a and b). If all the deficit/excess in olivine is put in garnet, variations of velocity are more important. However, garnet is richer in iron than the other minerals, and most of the variations are due to the global enrichment/depletion in iron associated with the enrichment/depletion in garnet. The influence of the global iron ratio is stronger than that of the olivine fraction, but it remains weak compared to that of temperature. A velocity anomaly equal to 1% requires an iron anomaly of about −4%. The same anomaly can be obtained with a temperature anomaly of −50 K only. The distribution of $V_s$-anomalies should, therefore, impose relatively strong constraints on the distribution of temperature. Compositional changes, on the other hand, cannot be inferred from $V_s$-anomalies alone. One needs an additional data set, such as density anomalies. Indeed, the sensitivity of density anomalies to temperature and chemical variations are comparable.
Fig. 3. Relative density anomalies (dashed line) and $V_s$-anomalies (solid line) as a function of temperature anomalies and for a depletion in iron equal to $-2\%$. The reference temperature, olivine fraction and iron ratio are $T_{\text{ref}} = 1250^\circ \text{C}$, $X_{\text{ol},\text{ref}} = 61.7\%$ (pyrolite) and $x_{\text{Fe},\text{ref}} = 11\%$. The scaling factor is negative for temperature between $-180$ and $+20$ K, and positive elsewhere. The correction for anelasticity is the same than in Fig. 2. (dashed curves in Fig. 2). Note that the iron content has a strong influence on density anomalies. For instance, a depletion in iron of $2\%$ induces the same density anomaly than an increase of temperature of $180$ K or than an enrichment in olivine of $17\%$.

The second example gives a key to interpret the negative and low values of the scaling factor. The density and the seismic velocity are both decreasing (increasing) as the temperature is increasing (decreasing). In the case of purely thermal anomalies the scaling factor is, therefore, always positive, and its typical value (if one accounts for anelasticity) is around $0.2$. On the other hand, if the rock is enriched (depleted) in iron, $V_s$ decreases (increases) whereas $\rho$ (increases) (decreases). For pure anomalies of iron, the scaling factor is always negative, and it has values around $-1.1$. If one considers simultaneous variations of temperature and iron, it is, therefore, possible that the scaling factor attains values smaller than $0.1$ and even that it even is negative. Fig. 3 shows relative anomalies of density ($\delta\rho/\rho_0$, dashed curve) and $S$-wave velocity ($\delta V_s/V_0$, plain curve) as a function of temperature variations, assuming an iron depletion of $2\%$ (that is to say the global volumic fraction of iron is equal to $9\%$ instead of $11\%$). Relative anomalies of $\rho$ and $V_s$ cancel for $\delta T \sim 20$ K and $\delta T \sim -180$ K, respectively. As a result, there is a wide range of temperature anomalies for which the scaling factor yields negative values. To interpret our estimated scaling factor (and, therefore, the gravity data and the tomographic model) one must account for simultaneous variations of temperature and composition.

4. Inverse problem

4.1. Method

We have used the method outlined in the previous section as a basis to invert the relative $V_s$-anomalies and the density anomalies correlated to these $V_s$-anomalies ($\delta\rho/\rho_0 = \Delta V_s/V_0$) for variations of temperature and composition. First, we write the variations of the quantity $Y_i$ relatively to a reference value $Y_i,\text{ref}$ as a function of the parameters $X_j$ relatively to a reference value $X_{j,\text{ref}}$: $\delta Y_i/Y_i,\text{ref} = \sum_j a_{ij}\delta X_j$.

To compute the coefficients $a_{ij}$, we used the approach of Vacher et al. (1998) (Appendix A). Since these coefficients depend on the $\delta X_j$, we linearized the system. The process is initiated by imposing a priori starting values of $\delta X_j$. At iteration n, the $\delta X_j^n$ determined at the previous iteration are used to compute the coefficients $a_{ij}$. Eq. (7) can easily be inverted for estimated values of $\delta X_j^n$. These estimated values provide in turn
estimated values of $\delta V_S (\delta X)$. The residuals $R_j^T = \delta V_j - \delta V_j^T$ are then used to compute updated values of $\delta X_j$ ($\delta X_j^{t+1}$), following a Newton–Raphson method. This process is stopped when the residuals are small enough.

Since we have two sets of parameters ($\delta V_j/X_j$ and $\delta T$), we have access to the variations of two parameters only. In this paper, we focus on anomalies of temperature ($\delta T$) and global iron molar fraction ($\delta Fe$). In that case, one must solve the system:

$$\begin{align*}
\delta V_S &= A \delta T + \delta Fe \\
\delta V_P &= C \delta T + D \delta Fe
\end{align*}$$

where $A = \delta V_j(\delta_0 T)$, $B = \delta V_j(\delta_0 Fe)$, $C = \delta_0 p(\delta_0 T)$ and $D = \delta_0 p(\delta_0 Fe)$. The choice to invert for anomalies of iron rather than for anomalies of olivine is driven by the observation that densities and seismic velocities are more sensitive to global iron content than to olivine fraction (Fig. 2b and c). Usual values of the velocity anomalies require large anomalies in garnet, strongly influence the density and seismic velocities (e.g. Jordan, 1979). We did calculations that confirm this point: for instance, a depletion in garnet equal to 10% induce a $V_S$ anomaly of $-1.2\%$ and a density anomaly of $-0.8\%$. Such anomalies are larger than those induced by variations in olivine, but they remain 3-4 times smaller than those induced by variations in iron. Note that the seismic velocity and the density both decrease as the volumic fraction of garnet decreases, i.e. the scaling factor associated with pure variations of garnet is positive.

Accounting for depletion in garnet leads to larger temperature variations and smaller variations in iron. For instance, if one imposes a depletion of garnet of 5%, the anomalies of iron are only 70% of those for a rock undepleted in garnet. To infer garnet and iron variations simultaneously one needs an additional constraint, such as P-wave velocity anomalies. Taking $\partial \ln V_S/\partial \ln V_P = 1.6$ (Robertson and Woodhouse, 1997), and for $\delta V_j/X_j = 4\%$, the depletion in garnet is close to 2%, and the anomalies of iron are about 90% of those obtained for pyrolite. Since pure variations in garnet fail to explain large velocity anomalies and a negative scaling factor, we chose to consider variations in the iron content only. This is, we believe, the most important effect, keeping in mind that the variations in iron we infer may be slightly overestimated.

4.2. Estimation of error bars

An important issue is to estimate error bars for $\delta T$ and $\delta Fe$. Of course, errors in $\delta V_j/X_j$ and in $\delta T$ propagate to $\delta V_S$ and $\delta Fe$. The errors on $\delta T (\sigma \delta T)$ and $\delta Fe (\sigma \delta Fe)$ can be estimated by the quadratic sum of the errors on $\delta V_j/\delta_0 V_j$ and $\delta T/\delta_0 T$ (Eqs. 8). After inverting the system (8), one obtains

$$\begin{align*}
\sigma^2_T &= (D - B C^2) \sigma^2_T + (B \delta_0 V_P^2 C^2) \sigma^2_T \\
\sigma^2_{Fe} &= (A \delta_0 V_P^2 C^2) \sigma^2_T + (A \delta_0 V_P^2 C^2) \sigma^2_T
\end{align*}$$

For the sake of simplicity, we assumed that $A$, $B$, $C$ and $D$ do not depend on $\delta V_j/X_j$ and $\delta T$. If one provides values for $\sigma^2 T$ and $\sigma^2 V_P$, then $\sigma^2 T$ and $\sigma^2 V_P$ can be calculated during the inversion process (Section 4.1). We performed calculations for many different cases (with $-10\% \leq \delta V_P \leq 10\%$ and $-0.1 \leq \delta T \leq 0.1$), and found the relative errors on $\delta V_P$ and $\delta T$. For instance, if $\sigma_{\delta V_P}/\delta_0 V_P = 10\%$ and $\sigma_{\delta T}/\delta_0 T = 10\%$, Eq. (9) predict values of $\sigma T/\delta_0 T$ and $\sigma_{Fe}/\delta_0 Fe$ close to 10%. The inversion propagates the errors, but does not amplify them. It is interesting to note that most of these errors (about 90%) are due to the error in $\delta V_P$. Unfortunately, tomographic models usually do not provide this uncertainty.

An additional source of error results from the choice of the model of reference, i.e. the temperature ($T_{ref}$), olivine fraction ($X_{ref}$) and iron ratio ($X_{ref}$) used to compute the reference velocity and density. The inverted values of $\delta T$ and $\delta Fe$ depend on these parameters. The thermodynamic reference model for
of distributions obtained for different values of \( T \) (Sections 4.3 and 4.4) are the mean of a collection of values. As a result, we obtained mean distributions of \( \delta T \) and \( \delta Fe \). For these reasons, we have computed values of \( \delta T \) and \( \delta Fe \) for all the values of \( T_{\text{ref}} \) and \( X_{\text{ref}} \) that provide values of \( V_s \) yielding within \( \pm 2.5\% \) of the PREM value. As a result, we obtained mean distributions of \( \delta T \) and \( \delta Fe \) as a function of \( \delta V_s/V_s \) and \( \xi \), together with their variances \( \sigma_{\delta T} \) and \( \sigma_{\delta Fe} \). These variances give an estimation of the error bars on \( \delta T \) and \( \delta Fe \). For depths between \( z = 100 \) and 300 km, error bars on \( \delta T \) and \( \delta Fe \) are equal to about 7\% (10\%) of the inverted values.

The distributions of \( \delta T \) and \( \delta Fe \) presented hereafter (Sections 4.3 and 4.4) are the mean of a collection of distributions obtained for different values of \( T_{\text{ref}} \) and \( X_{\text{ref}} \), as explained above. Since variations in the reference iron ratio induce only small errors, we kept the value of \( V_{\text{ref}} \) constant and equal to 11\%. A reasonable estimate of the error due to the uncertainty on \( T_{\text{ref}} \) and \( X_{\text{ref}} \) is about 7–10\% of the inverted values. This mean error may increase slightly if one also considers errors due to uncertainties on \( V_{\text{ref}} \) and \( \xi \) (Eq. (9)).

4.3. Simultaneous variations of temperature and iron

To illustrate the method presented in Section 4.1, we first consider simultaneous variations of temperature and global iron content as a function of \( \delta V_s/V_s \) and \( \xi \) (Fig. 4). Positive (negative) anomalies of \( V_s \) are associated with negative (positive) anomalies of temperature and iron depletion (enrichment). Anelasticity effects, and therefore, the sensitivity of \( V_s \) to temperature variations, are increasing with temperature (Eqs. (5) and (6)). As a result, temperature anomalies are getting stronger (in absolute value) as \( \delta V_s/V_s \) is increasing (Fig. 4a). For instance, if \( \xi = 0.05 \) the anomalies of temperature predicted by relative \( V_s \)-anomalies of \(-4\% \) and \( 4\% \) are equal to 175 and \(-230\% \), respectively. Anomalies of iron, and to a lesser extent, anomalies of temperature, are sensitive to the scaling factor. For a given value of \( \delta V_s/V_s \), the anomaly of iron is getting stronger as \( \xi \) is decreasing (Fig. 4b).

The inverted anomalies of temperature and iron are both correlated to the \( V_s \)-anomalies, and are, therefore, correlated one another. This is a consequence of the definition of the scaling factor Eq. (1), which implies that density anomalies are correlated to the \( V_s \)-anomalies. Eq. (8), however, are independent (the determinant \( AD - BC \) is not equal to 0), and the inverted \( \delta T \) and \( \delta Fe \) are two different results. The role of the scaling factor is to get correct amplitudes of density anomalies through gravity anomalies, keeping the spatial variations correlated to the \( V_s \)-anomalies.

The method presented in this study provides the anomalies of temperature and iron that are correlated to the \( V_s \)-anomalies. Indeed, our model of \( \xi \) does not explain the observed gravity anomalies (Fig. 4) completely (Deschamps et al., 2001), and some additional anomalies of temperature and iron, which are not correlated to the velocity, must be present. Presently, we do not have access to these anomalies. However, the gravity anomalies predicted by our model of \( \xi \) yield within \( \pm 2\sigma_{ij} \) of the observed gravity anomalies (Deschamps et al., 2001), suggesting that most of the density anomalies are correlated to the velocity anomalies. The distributions of \( \delta T \) and \( \delta Fe \) for the Earth’s mantle proposed in the next section are, therefore, robust features.

4.4. Application to the uppermost mantle

We now invert relative \( V_s \)-anomalies and the density anomalies correlated to \( V_s \)-anomalies for three-dimensional distributions of temperature and iron anomalies in the uppermost mantle. The input data are the spherical harmonic degrees \( \ell = 2-16 \) of the global S-wave model S16RLBM (Woodhouse and Tampert, 1995), and the radial model of scaling factor proposed by Deschamps et al. (2001). We have computed a collection of distributions of \( \delta T \) and \( \delta Fe \)
Fig. 4. Inversions of relative $V_s$-anomalies ($\delta V_s/V_0$) and scaling factor ($\zeta$) for temperature anomalies of temperature (a) and iron ratio (b). The anomalies plotted here are the mean of the anomalies obtained for reference temperatures ($T_{\text{ref}}$) and olivine fraction ($X_{\text{ol},\text{ref}}$) that predict reference velocity within ±2.5% of PREM (see text). The reference iron ratio is fixed and equal to 11%. Calculation were conducted for $z = 200$ km-depth.

using coefficients $A$, $B$, $C$ and $D$ Eq. (8) obtained for several reference temperatures ($T_{\text{ref}}$) and olivine fractions ($X_{\text{ol},\text{ref}}$). The reference iron ratio is fixed and equal to 11%. We only kept the cases corresponding to the thermal and compositional reference models ($T_{\text{ref}}$ and $X_{\text{ol},\text{ref}}$) that predict PREM within ±2.5%. This results in mean distributions of $\delta T$ and $\delta Fe$ with error bars of about 10% around the mean values.

As discussed in the Section 4.2, the distributions of $\delta T$ and $\delta Fe$ are correlated to the distribution of the relative $V_s$-anomalies. Down to $z = 150$ km, continental cratons and platforms are colder than average and depleted in iron. Tectonically active areas and oceans are slightly hotter than average and enriched in iron. The correlation with surface tectonics holds down to 200 km, although the amplitudes of $\delta T$ and $\delta Fe$ are smaller. At $z = 250$ km and $z = 300$ km, the correlation with surface tectonics is much weaker and the amplitudes are smaller again. However, negative anomalies of temperature and depletion in iron are still present below cratons and stable platforms.

To quantify the correlation with surface tectonics, we have computed the mean of and the variance in the anomalies of temperature and iron for several regions (oceans, old cratons, stable platforms and tectonic continents as delimited by 3SMAC (Nataf and Ricard, 1996)) and depths. We first checked that, for the whole Earth, the mean anomalies of temperature and iron are close to zero, whatever the depth. For instance, the mean anomalies of iron (temperature) is $\delta Fe = -0.1%$ ($\delta T = -20$ K) at $z = 150$ km, and $\delta Fe = -0.04%$ ($\delta T = -3$ K) at $z = 300$ km. The mean of and variance in temperature anomalies for different provinces and depths are displayed in Fig. 5.
where each horizontal bar covers the interval $\delta T + \sigma_{\delta T}$.

Iron anomalies (Fig. 6) reveal a similar pattern. At shallow depths ($z < 200$ km), the distribution of temperature anomalies strongly depends on the observed surface tectonics. Old cratons yield low mean anomalies of temperature and iron ($\delta T \sim -310$ K and $\delta \text{Fe} \sim -3.0\%$) with variances close to $\sigma_{\delta T} = 200$ K and $\sigma_{\delta \text{Fe}} = 2.0\%$, respectively. Compared to the
average mantle, old cratons are, therefore, significantly colder and depleted in iron. This feature holds to a lesser extent for stable platforms, which yield higher mean anomalies ($\delta T \sim -160$ K and $\delta Fe \sim -1.7\%$) and variances ($\sigma_{\delta T} \sim 260$ K and $\sigma_{\delta Fe} \sim 2.6\%$) than old cratons. Oceans and tectonic continents, on the other hand, are more homogeneous. For these regions, the mean temperature and iron anomalies are close to zero and the variances are smaller ($\sigma_{\delta T} \sim 130$ K and $\sigma_{\delta Fe} \sim 1.4\%$), and therefore, there is no significant increase of temperature and/or enrichment in iron. At $z = 150$ km, oceans seem slightly warmer than the average mantle ($\delta T \sim 50$ K), but the variance ($\sigma_{\delta T} \sim 90$ K) still suggests that it is not significant. At $z = 200$ km, the differences between tectonic regions is strongly damped. Old cratons remain slightly colder than the average mantle ($\delta T \sim -90$ K and $\sigma_{\delta T} \sim 70$ K) and depleted in iron ($\delta Fe \sim -1.0\%$ and $\sigma_{\delta Fe} \sim 0.8\%$). Anomalies of temperature and iron in stable platforms are now very similar to those observed in old cratons. Tectonic continents are slightly colder and depleted in iron than average, whereas oceans are slightly warmer and enriched in iron. Finally, at $z = 300$ km the distributions of temperature and iron anomalies are homogeneous and do not depend on the surface tectonics. Whatever the region, iron (temperature) anomalies are centered on $\delta Fe = 0$ ($\delta T = 0$) with a variance close to $\sigma_{\delta Fe} = 0.9\%$ ($\sigma_{\delta T} = 90$ K).

The results presented in this paper agree with the recent study of Forte and Perry (2000), who found anomalies of temperature and iron of $\sim 70$ K) and depleted in iron ($\sim 1.7\%$) than average mantle, old cratons are, therefore, significantly colder and depleted in iron. In other words, the increase of density due to temperature drop is lowered by a lack of iron. Depending on their respective amplitudes, the depletion in iron may balance the cooling of the continents and play an important role in the stability of continental platforms and cratons. We discuss this point is in details in Section 5.

4.5. An additional test

The scaling factor was constructed from gravity and S-wave velocity anomalies. We then determine anomalies of temperature and iron by inverting the $V_p$-correlated density anomalies and the $V_s$-anomalies. We omitted the density information uncorrelated to $V_p$, which may leads to small biases. For instance, our inferred anomalies of temperature and iron remain perfectly correlated to $V_p$-anomalies, as mentioned in Section 4.3. It would be more appropriate to introduce another independent data set, such as P-wave velocity anomalies. However, few studies provide $V_p$-anomalies in the upper mantle. In replacement, one can use $S$ and $P$ travel time residuals ($\delta t_p$ and $\delta t_s$). The ratio $\alpha = \delta t_p / \delta t_s$ is related to the ratio $\chi$ of the relative variations of $V_p$ to the relative variations of $V_s$:

$$\chi = \frac{\partial \ln V_p}{\partial \ln V_s} = \frac{1}{\alpha} \frac{\ln V_{p,ref}}{\ln V_{s,ref}}$$

where $V_{p,ref}$ and $V_{s,ref}$ are the reference $P$- and $S$-waves velocities. For the upper mantle Robertson and Woodhouse (1997) have found $\alpha = 2.85 \pm 0.19$, independently of the tectonic region. For North America, Vinnik et al. (1999) proposed values of $\alpha$ of 3.49 and 3.97. We used this additional constraint to test our results. Following the method of Vacher et al. (1998), we computed the relative anomalies of P-wave predicted by our distributions of $\delta T$ and $\delta Fe$. We then obtained values of $\chi$ according to Eq. (10), and convert $\chi$ into $\alpha$ using PREM (Dziewonski and Anderson, 1981). For the whole Earth, we find $\alpha = 2.78 \pm 0.4$ at $z = 100$ km, and $\alpha = 3.14 \pm 0.2$ at $z = 200$ km depth. For North America, $\alpha = 2.70 \pm 0.4$ at $z = 100$ km, and $\alpha = 3.10 \pm 0.2$ at $z = 200$ km depth. These values are in good agreement with Robertson and Woodhouse (1997) and, to a lesser extent, with Vinnik et al. (1999).
5. Dynamic implications

5.1. Stability analysis

We now perform a stability analysis in the case of a layer submitted to chemical and thermal buoyancy. Chemical buoyancy is driven by anomalies of density \( \delta \rho \), that result from compositional anomalies located in a root of thickness \( d_r \) and length \( l_r \). Thermal buoyancy is driven by anomalies of density resulting from temperature anomalies \( \delta \rho_{\text{th}} = -\alpha \rho g \delta T \) (where \( \alpha \) is thermal expansion), located in a thermal boundary layer (TBL) of mean thickness \( \delta \) and length \( L \) (this length is also the length of the convective cell). As proposed by Lenardic and Moresi (1999), the characteristic lengths of the problem, which will be used to non-dimensionalize the equations, are the depth of the mantle \( D \) and the length of a convective cell \( L \). The parameter \( B = \delta \rho / \delta \rho_{\text{th}} \) is known as the buoyancy ratio. The deviation from hydrostatic equilibrium induced by the density anomalies \( \delta \rho_{\text{th}} \) and \( \delta \rho \) is given by the pressure \( P \):

\[
P = (d_r l_r \delta \rho - \delta L \alpha \rho g \delta T) \frac{g}{L} \tag{11}
\]

where \( g \) is the acceleration of gravity.

If the term in parenthesis in Eq. (11) is negative, the root is buoyant and does not sink. This corresponds to the third regime defined by Lenardic and Moresi (1999).

Introducing the buoyancy ratio \( B \), and using non-dimensional variables \( l'_r = l_r / \delta \), \( d'_r = d_r / D \) and \( \delta' = \delta / \delta_{\text{th}} \), one gets a condition for this regime:

\[
B > \frac{\delta'}{d'_r} \tag{12}
\]

This condition is the same as Eq. (7) of Lenardic and Moresi (1999) and is valid for negative anomalies of temperature (i.e., \( \delta \rho_{\text{th}} > 0 \)) only. Typical values for \( d_r \) and \( l_r \) are 300 and 1000 km, respectively. Assuming \( D \sim 3000 \text{ km} \) (in case of whole mantle convection) and \( L \sim 2000 \text{ km} \), the condition (12) implies that \( B > 20 \). For instance, if \( B = 1 \) the negative buoyancy induced by a 150 km \((\delta' = 0.05)\), one considers whole mantle convection) thick TBL is balanced. If the term in parenthesis in Eq. (11) is positive, the material will sink, with a velocity \( u_c \). However, friction forces inhibit this motion and favor buoyancy. The frictional force per unit of surface \( (f) \) is approximated by

\[
f \sim A \frac{\mu}{d'_r} \tag{13}
\]

where \( A \) is a constant, and \( \mu \) the viscosity of the material. The velocity \( u_c \) can be scaled according to the physical properties of the system. Usually, velocity is scaled by the ratio of the thermal diffusivity \( (x) \) to the depth of the system (here the depth of the root), and

\[
f \sim A \frac{\mu k}{\delta' l'_r} \tag{14}
\]

where \( A' \) is a dimensionless constant. Motion occurs when \( P \) is greater than \( f \) (in absolute value). At the onset, the buoyancy ratio is such that

\[
B_c = \frac{\delta'}{d'_r} + \frac{C}{\delta' l'_r} = \frac{A'}{R_{\text{a}}}, \quad C = \frac{A' \mu k}{\mu k} \tag{15}
\]

In this equation \( R_{\text{a}} \) is the Rayleigh number, \( \Delta T \) the non-adiabatic temperature difference across the mantle, and \( \Delta T' = \Delta T / \Delta T_{\text{a}} \). If the buoyancy ratio is greater (smaller) than \( B_c \), the root is stable (sinks). The conditions to create a buoyant root are easier to satisfy as the value of \( B_c \) is smaller. A difficulty is to estimate the value of \( A' \). Friction increases with the value of \( A' \) (Eq. (14)), which may depend on the rheology of the fluid and/or on the type of boundary condition at the surface. For instance, one expects that \( A' \) increases with the strength of the rock (i.e. for harder rheologies). Stability analysis for purely thermal convection (e.g. Sotin and Labrosse, 1999), defines \( A' \) as the TBL Rayleigh number \( (R_{\text{a}}) \). In the case of an isoviscous fluid with free slip boundaries, studies showed that \( R_{\text{a}} \) is roughly constant and equal to 6 for both top and bottom TBLs (Sotin and Labrosse, 1999). If one considers variable viscosity convection, or rigid boundary condition at the surface, the top TBL gets less unstable, and its Rayleigh number yields values around 100 (Deschamps and Sotin, 2000). Considering values of \( A' \) between 1 and 100, and Rayleigh numbers between \( 5 \times 10^5 \) and \( 10^5 \), one gets values of \( C \) between \( 10^{-5} \) and \( 5 \times 10^{-3} \). Fig. 7 represents \( B_c \) as a function of the absolute value of \( \Delta T' \) and for several values of \( \gamma' = \delta / d'_r, l'_r, \) and \( C \). For a
Fig. 7. Buoyancy ratio at the onset of instability ($B_c$) as a function of the absolute value of non-dimensional temperature anomalies ($\delta T'$) and for several values of $C = A'/Ra$. The ratio of the TBL thickness to the root thickness is $r' = 0.3$ (a), $r' = 0.6$ (b and d) and $r' = 0.75$ (c). The length of the root is $l'_r = 0.5$ (plots a to c) and $l'_r = 1.0$ (plot d).

Given value of $C$, $B_c$ decreases as $r'$ increases (Fig. 7a and c). The stability of the root increases as the root is thicker and/or the TBL is thinner. In addition, the stability of the root increases with the length of the root (compare Fig. 7b and d). Finally, the parameter $C$ has a strong influence on $B_c$. For given temperature anomaly and Rayleigh number, $B_c$ gets significantly smaller as $A'$ increases. As expected, rheology may play an important role in the stability of the layer.

5.2. Continental roots

A possible origin for the high-velocity anomalies observed in continental roots is that the constitutive material of these roots is simultaneously colder than the average mantle and depleted in iron (Section 4.4). This result has important consequences, since negative anomalies of density induced by low temperature would be balanced by positive anomalies of density induced by the depletion in iron. In other words, depletion in iron would prevent lateral and vertical flow due to the low temperatures of the root and explain the stability of old cratons. To test this hypothesis, we have computed buoyancy ratios associated with the observed continental roots.

First, at a given depth we compute the anomalies of density, respectively induced by the inverted anomalies of temperature and iron. These anomalies of density are then integrated over depth, resulting in mean thermal ($\delta \rho_{th}$) and compositional ($\delta \rho_c$) density anomalies. At each location, the buoyancy ratio is finally given by $B = -\delta \rho_c / \delta \rho_{th}$. The error on $B$ due to the uncertainties on the reference temperature is around 10%. Histograms in Fig. 8 represent the frequency of $B$ (i.e. the ratio of the surface having a given value of $B$ to the total surface) for old cratons (Fig. 8a and c) and stable platforms (Fig. 8b and d). Two thicknesses of the root ($h_r$) are considered: $h_r = 100$ km (Fig. 8a and b) and $h_r = 200$ km (Fig. 8c and d). The buoyancy ratio is centered on $B \sim 0.82$ for $h_r = 100$ km, and $B \sim 0.85$ for $h_r = 200$ km. In every case the dispersion is very small: the buoyancy ratio yields within 0.7 and 0.9 for more than 90% of the total surface of the root. These estimates are in good agreement...
with those of Forte and Perry (2000), who found a buoyancy ratio close to 0.8. Note that the dispersion is higher in stable platforms than in old cratons, and that it increases slightly with the thickness of the root.

To compare these results with those of the stability analysis, one must choose values for $\Delta T$, $D$ and $Ra$. Different values may be considered, depending on the mode of mantle convection. The temperature at the 660 km discontinuity is relatively well constrained from mineral physics experiments. In the case of layered mantle convection, one may, therefore, choose the value of $\Delta T$ around 1600 K. In addition, $D = 660$ km and a typical value of the Rayleigh number is $Ra = 5.0 \times 10^5$. In the case of whole mantle convection $D = 2890$ km and the Rayleigh number is close to $10^7$. The temperature at the core–mantle boundary, on the other hand, is poorly constrained. A median value is $T_{\text{CMB}} = 3500$ K (including the adiabatic contribution) (e.g. Williams, 1998). Assuming that the adiabatic increase of temperature across the whole mantle is about 1000 K this estimate leads to $\Delta T \sim 2500$ K. Typical values for the anomalies of temperature below cratons are $\delta T = -330 \pm 200$ K (see Section 4.4). For whole mantle (layered) convection values of $\Delta T$ in old cratons yield between $-0.05$ and $-0.2$ (0.08 and 0.3). To estimate the non-dimensional parameter $C$, we assumed that $A'$ varies between 1 (for soft rheology) and 100 (for hard rheology). Therefore, $10^{-7} \leq C \leq 10^{-5}$ for whole mantle convection, and $2 \times 10^{-6} \leq C \leq 2 \times 10^{-4}$ for layered convection. Other scaling are reported in Table 1 for whole mantle and layered convection.

TBLs transfer heat by conduction. An estimate of the thickness of the TBL at the top of the mantle is, therefore,

$$\delta = \frac{\Delta T_c}{q_m}$$

where $\delta$ is the thermal conductivity of the rock, $\Delta T_c$ the temperature difference across the TBL, and $q_m$
Scaling of the parameters used in stability analysis

Table 1

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Typical values (dimensional)</th>
<th>Symbol</th>
<th>Whole mantle convection</th>
<th>Layered convection</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature anomaly $\Delta T$</td>
<td>$100-500$ K</td>
<td>$\delta T$</td>
<td>0.04-0.2</td>
<td>0.06-0.3</td>
</tr>
<tr>
<td>TBL thickness $H$</td>
<td>$75 - 270$ km$^2$</td>
<td>$\delta$</td>
<td>0.03-0.09</td>
<td>0.1-0.4</td>
</tr>
<tr>
<td>Root thickness $d$</td>
<td>10-60 km$^2$</td>
<td>$\epsilon$</td>
<td>3 $\times$ 10$^{-4}$-0.02</td>
<td>0.02-0.09</td>
</tr>
<tr>
<td>Root length $l$</td>
<td>1000-2000 km$^2$</td>
<td>$\delta l$</td>
<td>0.04-0.1</td>
<td>0.15-0.45</td>
</tr>
<tr>
<td>$\Delta T_{ad}^c$</td>
<td>$10^2$ to $10^4$</td>
<td>$\epsilon$</td>
<td>10$^{-1}$ to 10$^{-5}$</td>
<td>2 $\times$ 10$^{-4}$ to 2 $\times$ 10$^{-5}$</td>
</tr>
</tbody>
</table>

* Absolute values.

$^a$ Case of a strongly temperature-dependent mantle viscosity (see text).

$^b$ Case of an isoviscous mantle (see text).

$^c$ $K$ is a parameter that depends on the rheology and $R$ is the Rayleigh number. Higher values of $K$ (and, therefore, of $C$) are obtained for harder rheologies (e.g. strongly temperature-dependent mantle viscosity).

The heat flow at the top of the TBL. This heat flow can be estimated by removing the crustal heat production from the surface heat flow. For cratonic areas, Jaupart and Mareschal (1999) estimated $q_m$ around $10-15$ mW/m$^2$ (Canadian shield) and $17$ mW/m$^2$ (South Africa). Studies of experimental and numerical convection have shown that the thickness of the TBL (and, therefore, the temperature difference across this layer) depends on the fluid rheology, and particularly on the properties of the fluid viscosity (e.g. Richter et al., 1983; Davaille and Jaupart, 1993; Morese and Solomatov, 1995). If the viscosity does not depend on temperature, all the fluid participates in the flow and the top TBL can be safely approximated by the conductive layer that lies at the top of the fluid. Assuming that the temperature at the top of the mantle (around $z = 50$ km depth) is close to 700 K and that the mantle adiabat yields between 1200 and 1600 K, one gets $500 \leq \Delta T_{ad} \leq 800$ K. For $k = 3$ W/m/K and $10 \leq q_m \leq 20$ mW/m$^2$, the thickness of TBL is between 75 and 270 km (see Table 1 for non-dimensional values). These values constitute an upper bound. Indeed, if the fluid viscosity is strongly temperature-dependent, a viscous lid develops at the top of the fluid. This layer is stable and it does not participate to convection. It transfers heat by conduction with a heat flux equal to that of the TBL. To estimate the thickness of the TBL, one must remove the stable layer from the top conductive layer. Davaille and Jaupart (1993) proposed that $\Delta T_{ad}$ is proportional to a “viscous temperature scale” $\Delta T_v$. Following this result and assuming an Arrhenius type of law for the viscosity of the rock, one gets

$$\Delta T_v = 2.24 \frac{R T_m^2}{Q}$$

(17)

where $R$ is the gas constant, $Q$ the activation energy of the rock, and $T_m$ is the mean adiabatic temperature of the mantle. Taking $2.4 \times 10^3 \leq Q \leq 4.3 \times 10^3$ kJ/mol (e.g. Karato and Wu, 1993) and $1200$ K $\leq T_m \leq 1600$ K, one finds $60 K \leq \Delta T_v \leq 200$ K. If $k = 3$ W/m/K and $10 \leq q_m \leq 20$ mW/m$^2$, the thickness of the TBL yields between 10 and 60 km (see Table 1 for non-dimensional values). These estimates are significantly lower than those for constant viscosity.

According to Fig. 7, the continental root is more stable if viscosity is strongly temperature-dependent. In that case, the value of $C$ is higher (i.e. the frictions are larger), and the TBL is thinner than in the case of a constant viscosity. For cratons and stable platforms (Fig. 8), the buoyancy ratio is close to $B = 0.8 \pm 0.2$ (this error bar includes dispersion on $B$ and uncertainty due to possible errors on the reference temperature and on the $V_p$-anomalies). In the case of temperature-dependent viscosity, $\delta \leq 50$ km and if the thickness ($d$) of the root is equal to 200 km, the ratio $r' = bkd$ is lower than 0.3. The value of $B$ for cratons and platforms is clearly higher than the critical buoyancy ratio for $r' \approx 0.3$, even for low values of $C$ (Fig. 7a). In other words, the negative buoyancy induced by low temperature is completely balanced and the root is stable. If the thickness of the root and of the TBL are equal to 100 and 60 km, respectively, $r' = 0.6$ and one needs values of $C$ around $2 \times 10^{-5}$ to keep the...
root stable (Fig. 7b). This condition is easier to satisfy in the case of layered convection \( (A' \sim 10) \) than in the case of whole mantle convection \( (A' \sim 200) \). The case \( \delta = 100 \) and \( 60 \) km is, however, a limit case. First continental roots are present down to \( 250-300 \) km. And second, \( \delta = 60 \) km is an upper bound if one considers a strongly temperature-dependent viscosity. In the case of constant (or slightly temperature-dependent) viscosity, the TBL is likely thicker than \( 75 \) km and \( A' \) less than 10. For a \( 200 \) km-root and small values of \( A \), the TBL thickness \( (75 \leq \delta \leq 100) \), \( 0.375 \leq r' \leq 0.5 \) and there is no clear conclusions. In the case of whole mantle convection, on the other hand, \( C \) has values higher than \( 10^{-6} \) and the root is likely unstable. Note that the opposite conclusion cannot be excluded if one considers large roots \( (r' = 1.0) \) (Fig. 7d). Finally, if the TBL is thicker than \( \delta = 100 \) km, or if the root is thinner than \( d = 200 \) km, it is reasonable to think that the root is not stable, whatever the mode of mantle convection (Fig. 7c).

6. Discussion and conclusions

Regions of high positive \( V_s \)-anomalies extend down to \( 250-300 \) km below old cratons and stable platforms, and are interpreted as chemically distinct mantle, or tectosphere. Previous studies based on seismological observations proposed that the tectosphere is indeed depleted in iron (e.g. Jordan, 1988; Anderson, 1990; Polet and Anderson, 1995). However, because seismic velocities are also sensitive to temperatures, no clear cut conclusions can be made from seismic data only. An alternative is to invert geodynamic data sets (e.g. gravity anomalies) for anomalies of temperature and composition (Forte and Perry, 2000; this study). Such studies support the hypothesis that continental roots are strongly depleted in iron. An important conclusion of the present study is that the relative density-to-shear wave velocity ratio \( (\zeta) \) is such that temperature anomalies alone cannot be responsible for the observed \( V_s \)-anomalies and \( \zeta \). Simultaneous variations of iron and temperature are required to explain gravity and seismic velocity anomalies. Regions that are colder (warmer) than the average mantle are also depleted (enriched in iron). For instance, below cratons the mean anomalies of temperature and iron are close to \( -330 \) K and \( -3.2\% \), respectively.

Polet and Anderson (1995) found that the extent of continental roots is strongly correlated to the age of cratons, the Archean cratons having the deepest roots. A current hypothesis is that present day cratonic roots result from an intense volcanic activity at the Archean (e.g. Herzberg, 1993; Polet and Anderson, 1995; and references therein). The melts extracted from a pyrolite source are enriched in \( \text{CaO}, \text{Al}_2\text{O}_3 \) and \( \text{FeO} \), resulting in a depleted continental uppermost mantle.

It has been proposed that the negative buoyancy induced by temperatures lower than average are balanced by positive buoyancy due to depletion in iron (e.g. Jordan, 1975, 1988; Forte et al., 1995). However, rheology also plays an important role in the stability of roots. Numerical models including both temperature-dependent viscosity and chemical differentiation due to partial melting (deSmet et al., 1999) have shown that the layered structure resulting from differentiation remains stable over a long period of time (\( \geq 10^9 \) yr). Using simple physical laws, Lenardic and Moresi (1999) concluded that buoyancy alone cannot stabilize the continental roots. In addition to buoyancy, the mantle viscosity must be strongly temperature-dependent. Our stability analysis is in good agreement with this conclusion, although the value of \( A' \) as a function of the rheology is not well constrained. There is, however, a serious restriction in invoking temperature-dependent viscosity: to be consistent, one must assume a temperature-dependent viscosity throughout the whole uppermost mantle (and not only below cratons), which would inhibit plate tectonics (Lenardic and Moresi, 1999). This difficulty can be solved assuming that the cratonic mantle is poor in volatiles. Indeed, Polet and Anderson (1995) noted that cratonic Archean mantle could have been dried out by high-temperature melt extraction. Creep flow laws are significantly different whether the environment is wet or dry, and drier materials have higher strengths (e.g. Karato and Wu, 1993; Mackwell et al., 1998). Therefore, if volatiles have been massively extracted from the continental uppermost mantle during the Archean, old cratons would be difficult to deform, and they would remain stable over long periods of time.

A major concern of this study was to estimate the error bars on the temperature and iron anomalies. These error bars reach 10%, excluding errors induced by the uncertainties on \( V_s \) anomalies. Refined models...
of seismic tomography models, including error bars, and a better knowledge of the mantle adiabat would reduce uncertainties on inverted temperature and iron anomalies. Another improvement would be to account for the rheology more accurately, including the role and influence of volatiles. Stability analysis suggests that roots are stable only if the mantle viscosity is strongly temperature-dependent. However, the stability of the top TBL for a fluid including temperature-dependent viscosity and chemical roots is not well understood. Systematic studies of numerical or experimental convection should be conducted to determine criteria of stability as a function of rheology and chemical differentiation.
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Appendix A. Computation of density and seismic velocities

Numerical models can predict densities and seismic velocities in the mantle, for a given thermodynamic state (temperature and pressure) and a given petrology. In this study, we have used a numerical method based on Grüneisen’s and adiabatic finite strain theories (e.g. Duffy and Anderson, 1989; Vacher et al., 1996). Densities and elastic moduli of individual minerals at ambient temperature and pressure are first projected at temperature \( T \) and pressure \( p \). The density and elastic moduli of the rock are then obtained by averaging the individual densities and elastic moduli as a function of the petrologic model.

The density and the elastic parameter of each mineral at temperature \( T \) are obtained from Grüneisen’s theory:

\[
\rho(T, p = 0) = \rho_0 \exp \left[ -\int_{T_0}^{T} a(T') dT' \right],
\]

\[
M(T, p = 0) = M_0 \left[ \rho(T) \right]^{\beta M},
\]

\[
\beta M = -\frac{1}{6M_0} \frac{\partial M}{\partial T} \bigg|_p,
\]

where \( M \) stands for the bulk (\( K \)) or shear (\( G \)) modulus and the subscript “0” indicates values of the parameter at ambient temperature (\( T_0 \)) and pressure (\( p = 0 \)). The temperature dependence of the thermal expansion \( \alpha \) is well described by

\[
\alpha(T) = a_1 + a_2 T - a_3 T^2 + a_4 T^3,
\]

where the coefficient \( a_i \) are deduced from laboratory experiments (Table 2).

The density and elastic moduli are then projected at depth following a Birch–Murnaghan adiabatic compression to the third order:

\[
p = -\frac{3}{K T_0} \left( 1 - 2\epsilon \right)^{5/2} \left( 1 + \frac{5}{2} B_0 \epsilon \right),
\]

\[
K(T, p) = \frac{1}{(1 - 2\epsilon)^{5/2}} \left[ K(T_0) + C_K \epsilon \right],
\]

\[
C_K = 5K T_0 - 3K T_0 \left( \frac{\partial K}{\partial p} \right) |_T.
\]

Table 2: Thermal expansion of some minerals

<table>
<thead>
<tr>
<th>Mineral</th>
<th>( a_1 ) (10^{-5} K^{-1})</th>
<th>( a_2 ) (10^{-9} K^{-3})</th>
<th>( a_3 ) (K)</th>
<th>( a_4 ) (10^{-4})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Olivine</td>
<td>2.832</td>
<td>0.758</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Diopside</td>
<td>2.506</td>
<td>0.811</td>
<td>1.8167</td>
<td>0.1347</td>
</tr>
<tr>
<td>Enstatite</td>
<td>2.860</td>
<td>0.720</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Garnet</td>
<td>2.410</td>
<td>0.316</td>
<td>0.4987</td>
<td>0</td>
</tr>
</tbody>
</table>

*Thermal expansion is computed following Eq. (A.3). Computation is after Vacher et al. (1998). See references of experimental studies therein.*
\[ G(T, p) = (1 - 2x)\frac{4}{3}(GT, 0 + CG, T), \]

\[ CG = 5GT, 0 - 3K_{T, 0} \left( \frac{SG}{\rho T} \right)_T. \]  

The subscript "T" denotes the values of the parameter at temperature \( T \) and zero pressure. Values of the elastic moduli at ambient condition, and their derivatives with respect to pressure and temperature are reported in Table 3.

The temperature at the foot of the adiabat must also be projected at depth. The increment of temperature due to the increase of pressure is controlled by the adiabatic gradient of temperature \( \gamma_s \), and the end (or real temperature) is given by

\[ T_f = T + \gamma_s(p - p_0). \]

\[ \gamma_s = \left( \frac{\partial T}{\partial p} \right)_T = \left( \frac{\partial T}{\partial p} \right)_{p, T} \rho_0 \frac{6.5}{\rho_p}, \]  

Knowing the end-temperature, one can estimate the sensitivity of density and seismic velocities to temperature.

Densities and elastic moduli of individual minerals depend on the volume fraction of iron, i.e. the ratio \( xFe = Fe/(Fe + Mg) \). The method used in this paper accounts for this dependence. For each mineral, and prior to projection at temperature \( T \) and pressure \( p \), the density and elastic moduli at ambient temperature and pressure are corrected as indicated in Table 3. One can, therefore, estimate the sensitivity of density and seismic velocities to compositional variations (e.g. variations in the volume fraction of olivine). In this study, we only considered the minerals present in the uppermost mantle (Table 3). The density of the rock \( (\rho) \) is simply the volumetric average of the densities of the minerals composing the rock. The bulk and shear modulus \( (K \text{ and } G) \) are computed following the Hashin–Shtrickman averaging, which is well suited for the upper mantle (Vacher et al., 1996).

Finally, the P-wave and S-wave velocity of the rock are given by

\[ V_P = \sqrt{\frac{K + (4/3)SG}{\rho}} \quad \text{and} \quad V_S = \sqrt{\frac{G}{\rho}} \]  
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