Probabilistic infinite slope analysis
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A B S T R A C T

Research activity in the mechanics of landslides has led to renewed interest in the infinite slope equations, and the need for a more general framework for giving insight into the probability of failure of long slopes involving non-homogeneous vertical soil profiles and variable groundwater conditions. This paper describes a methodology in which parameters such as the soil strength, slope geometry and pore pressures, are generated using random field theory. Within the limitations of the infinite slope assumptions, the paper clearly demonstrates the important “seeking out” effect of failure mechanisms in spatially random materials, and how “first order” methods that may not properly account for spatial variability can lead to unconservative estimates of the probability of slope failure.
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1. Introduction

Recent interest in the analysis of shallow landslides (e.g. [1–3]) has led to renewed examination of the infinite slope equations as a simple model for assessing the factor of safety of "long" slopes. The infinite slope model is the oldest and simplest slope stability method that assumes identical conditions occur on any vertical section. While the model is not capable of modeling any kind of downslope variability, it is used in this paper to give important insight into the influence of spatial variability on slope failure probability and the location of the critical failure mechanism. The infinite slope equation is usually implemented with the assumption of homogeneous or averaged soil properties in which failure always occurs at the base of the slope. The work described in this paper takes a more general approach, in which one or more of the parameters used in the infinite slope equation are treated as random variables defined by a mean, a standard deviation, and in some cases, a spatial correlation length. Furthermore, in the case of two or more random variables, the analyses described in this paper allow for the option of cross-correlation between parameters. The objective of the analyses is to produce estimates of the probability of infinite slope failure as opposed to the conventional factor of safety.

Consider a typical slice of the infinite slope shown in Fig. 1. The infinite slope equation for the factor of safety (FS) of a homogeneous soil in this case (e.g. [4]) is given by:

$$FS = \frac{(H \cos \beta - u \tan \phi' + c')}{H \tan \beta \sin \beta}$$ \hspace{1cm} (1)

where the independent variable names have the following meanings:

- $H$ depth of the soil layer to the potential failure surface
- $\beta$ slope inclination
- $\gamma$ total unit weight
- $u$ pore pressure at the base of the slice
- $\phi'$ effective soil friction angle at the base of the slice
- $c'$ effective cohesion at the base of the slice

In a probabilistic approach to this problem, any of the six input parameters can be defined statistically by a probability density function with a mean and a standard deviation. In the case of parameters such as the shear strength ($c', \tan \phi'$), the unit weight ($\gamma$) and pore pressure ($u$) which are distributed over the depth of the slope, a third parameter, the spatial correlation length which describes the distance over which properties tend to be spatially correlated can be included. Random field (RF) models can account for this parameter, however the paper will start by using some simpler "first order" probabilistic methods. An important finding of this paper will be that methods that do not properly account for the influence of spatial correlation can lead to unconservative reliability estimates.

* Corresponding author. Address: Centre for Geotechnical and Materials Modelling, University of Newcastle, Callaghan, NSW 2308 Australia. Tel.: +61 02 4921 5118; fax: +61 02 4921 5946.
E-mail addresses: d.v.griffiths@nul.edu.au (D.V. Griffiths), jinsong.huang@newcastle.edu.au (J. Huang), Gordon.Fenton@dal.ca (G.A. Fenton).
1 Tel.: +1 (303) 273 3669; fax: +1 (303) 273 3602.
2 Tel.: +1 (902) 494 6002; fax: +1 (902) 423 1801.
In most cases we will assume that random variables (e.g. soil properties, slope angle, pore pressures) are lognormally distributed, which is to say that the log (base e) of the variables are normally distributed. The lognormal distribution is one of many possible choices (e.g. [5]) however it offers the advantage of simplicity, in that it is arrived by a simple nonlinear transformation of the classical normal (Gaussian) distribution. Lognormal distributions guarantee that the random variable is always positive, and in addition to the current authors, it has been advocated and used by several other investigators as a reasonable model for physical soil properties (e.g. [6–11]).

2. Example 1: undrained clay (random \( c_u \))

Although there are six independent variables in Eq. (1), the first infinite slope example considers just one random variable, namely the undrained shear strength \( c_u \). Of the other five parameters, two are set to zero (\( \tan \phi_u = 0, u = 0 \)) and the other three (\( \gamma, H, \beta \)) are set to deterministic constant values. Eq. (1) therefore simplifies to the form

\[
FS = \frac{c_u}{\gamma H \sin \beta \cos \beta}
\]  

(2)

The first example problem assumes that the undrained shear strength is defined by \( \mu_{c_u} = 25 \text{kN} / \text{m}^2, \sigma_{c_u} = 2.5 \text{kN} / \text{m}^2 \), with the other non-zero parameters fixed at \( \gamma = 20 \text{ kN} / \text{m}^2, H = 2.5 \text{ m} \) and \( \beta = 30^\circ \). It can be noted that if Eq. (2) is evaluated for this test problem with the undrained shear strength set to the mean value of \( \mu_{c_u} = 25 \text{kN} / \text{m}^2 \), a factor of safety of \( FS = 1.15 \) is obtained.

2.1. Example 1 by the first order second moment (FOSM) method

Details of this classical method are described elsewhere (e.g. [12,13]). The Factor of Safety given by Eq. (2) is a linear function of a single random variable \( c_u \), hence the statistical properties of the dependent variable \( FS \) are simply given by

\[
\mu_{FS} = \frac{\mu_{c_u}}{\gamma H \cos \beta \sin \beta} = 1.155 \quad \text{and} \quad \sigma_{FS} = \frac{\sigma_{c_u}}{\gamma H \cos \beta \sin \beta} = 0.115
\]  

(3)

In order to compute the probability of failure, we must assume a distribution for \( FS \). Since \( c_u \) is lognormal, from Eq. (3) \( FS \) will also be lognormal, hence the probability of failure is given by

\[
P_f = P[FS < 1] = P[\ln(FS) < \ln(1)] = \Phi\left[ -\frac{\mu_{FS}}{\sigma_{FS}} \right]
\]  

(4)

where the mean and standard deviation of the underlying normal distribution of \( \ln FS \) are given by

\[
\sigma_{\ln(FS)} = \sqrt{\ln(1 + \sigma_{FS}^2)} \quad \text{and} \quad \mu_{\ln(FS)} = \ln \mu_{FS} - \frac{1}{2} \sigma_{FS}^2
\]  

(5)

and \( \sigma_{FS} \) is the coefficient of variation of \( FS \) and \( \Phi(\cdot) \) is the cumulative standard normal function.

Using the parameters of the example problem, Eq. (5) give \( \mu_{\ln(FS)} = 0.1339 \) and \( \sigma_{\ln(FS)} = 0.100 \), which after substitution into Eq. (4) gives

\[
P_f = \Phi\left[ \frac{-0.1339}{0.09975} \right] = 1 - \Phi(1.39212) = 1 - 0.918 = 0.082
\]  

(6)

hence the probability of failure is 8.2%.

2.2. Example 1 by the first order reliability method (FORM)

A drawback of the FOSM method is that it can lead to non-unique probabilities of failure for the same problem when stated in equivalent, but different ways (e.g. [14–16]). The FOSM method essentially computes the distance from the mean point to the failure surface in the direction of the gradient at the mean point. [17] overcame the non-uniqueness issue in the FOSM by looking for the overall minimum distance between the mean point and the failure surface, rather than looking just along the gradient direction. The approach involves optimization, which is easily coded in widely available software such as Excel (see e.g. [18,19]).

The Hasofer–Lind implementation is essentially “distribution free” since it makes no assumption about the probability density function of the input random variables. FORM implicitly assumes that the input variables are normally distributed, so if non-normal parameters are required, the user must evaluate "equivalent normal parameters" using the [20] approach or suitable transformations (see also [21,22]). In this paper, only lognormal distributions will be considered, so the equivalency is easily obtained as will be shown.

If \( c_u \) is assumed to be lognormal as in the previous example, a simple rearrangement of Eq. (2) leads to

\[
FS = \frac{c_u}{\gamma H \sin \beta \cos \beta}
\]  

(7)

in which case \( \ln(c_u) \) is normally distributed with \( \mu_{\ln(c_u)} = 3.214 \) and \( \sigma_{\ln(c_u)} = 0.100 \) from Eq. (5). A FORM analysis\(^3\) operating on Eq. (7) leads to \( p_f = 0.082 \) (8.2%) in exact agreement with FOSM which is to be expected in this case for a linear function of a single normal random variable (e.g. [23]).

2.3. Example 1 by the random field method

In this section we present results obtained using a random field model of the infinite slope. In this case a typical column from the slope is split into 100 equal slices and a 1-d random field of the required property assigned to each slice as shown in Fig. 2. The choice of 100 slices was considered a reasonable compromise after performing parametric studies going up to 10,000. As a general rule, the greater the number of slices, the higher the computed probability of failure, but the difference was only significant at the lowest spatial correlation lengths. The methodology for generating random fields has been described in detail elsewhere, so the interested reader is referred to other publications (e.g. [5]).

In addition to the mean and standard deviation of the property being considered, this approach allows the inclusion of an additional parameter called the spatial correlation length \( \theta \), also known as the scale of fluctuation. Loosely speaking, \( \theta \) is a dimensional property representing the distance within which properties are significantly correlated (or the log of the property if the field is assumed lognormal). Conversely, properties separated by a distance

\(^3\) The FORM programs used for the three examples described in this paper are all available from the first author’s web site at http://inside.mines.edu/~vgriffith/FORM/Infinite_Slope_Paper.
of more than $\theta$ are largely uncorrelated. Mathematically, $\theta$ is defined here as the area under the correlation function $[24]$. Fig. 2 shows a grayscale which portrays a random field of a soil property (e.g. ln $(c_s)$) in which black implies high values and white implies low. A large spatial correlation length indicates that the soil property is varying slowly (Fig. 2a) while a small value indicates that it is varying rapidly (Fig. 2b). A key factor however, is that while the fields look quite different from each other, they have the same mean and standard deviation of the property being modeled on average.

After the random field has been generated and assigned to the slices, the factor of safety of each slice is computed using Eq. (2). It should be noted that when implementing Eq. (1), $H$ is replaced by the depth $z$ of each slice (see also Eq. (10)). In the case where the soil column is modeled by 100 slices, the approach leads to 100 different factors of safety of which the smallest is recorded as the "correct" value for that particular simulation. It may be noted that a homogeneous slope ($c_s=$ constant) analyzed this way would also lead to 100 different factors of safety, however in this case the factor of safety would monotonically decrease with depth, and the minimum value would always occur at the base of the soil column ($z=H$) where $z$ is a maximum. In the random field case however, the lowest factor of safety of the set does not necessarily occur at the base.

The random field approach then performs Monte-Carlo simulations, which means that the analysis just described is repeated many times. Each repetition of the analysis involves the generation of a random field with the same mean and standard deviation, but with a different spatial distribution of properties each time. For example in one simulation, the strong soil elements may be near the bottom of the column, whereas on another they may be near the top.

All results presented in this section used 5000 Monte-Carlo simulations, which were found to give satisfactory statistical reproducibility. Further discussion of the influence of the number of simulations on the standard error of the output mean and standard deviation can be found in [25]. Following each simulation, the minimum factor of safety $F_S$ and the critical depth at which it occurred were recorded. From the resulting 5000 $F_S$ values, the probability of failure was computed simply as the proportion of those 5000 results in which $F_S < 1$.

Fig. 3 shows the computed probability of failure for the test problem assuming a lognormally distributed $c_s$ over a range of spatial correlation lengths $\theta$, defined in dimensionless form as

$$\Theta = \frac{\theta_{0(c_s)}}{H}$$

where $\theta_{0(c_s)}$ is the actual correlation length in meters. A Markov correlation function has been used in this paper of the form

$$\rho = e^{-2\tau/\theta_{0(c_s)}}$$

where $\rho$ is the correlation coefficient and $\tau$ is the vertical distance between points. In view of the lack of evidence supporting any particular form of correlation function (e.g. [26]), the Markov function has been used on the grounds of its simplicity in which only one parameter needs to be computed.

The result clearly demonstrates the unconservative nature of the first order approaches. The random field solutions give a higher probability of failure for all reasonable correlation lengths and only converge asymptotically on the first order solution as the correlation length becomes very large ($\Theta \to \infty$). This convergence emphasizes the fact that first order approaches are "single random variable" methods in which the soil column is always assumed to be homogeneous, albeit with a shear strength that can vary randomly.

3. Further observations on the random field results

3.1. Location of the critical failure plane

Consider once more Eq. (2) with the column depth $H$ replaced by the depth coordinate $z$ to give

![Fig. 3. Comparison of FORM and random field results for the undrained clay Example 1 ($\theta_0 = 0$) showing the influence of the spatial correlation length $\Theta$.](image-url)
Fig. 4. Histograms showing the frequency of the critical depth from the random field analyses of Example 1. (a) $\Theta = 0.04$, (b) $\Theta = 1.28$.

$$FS = \frac{c_u}{\gamma z \sin \beta \cos \beta}$$

The minimum factor of safety will occur where $c_u/z$ is at a minimum (e.g. [27]). When $c_u$ is treated as a spatially random variable however, the minimum value of $c_u/z$, and hence the critical failure surface, will not necessarily occur at the base of the column. Fig. 4a and b show histograms of the frequency with which the critical failure plane occurred at different depths for two different spatial correlation lengths. Both histograms indicate that a significant proportion of critical failure planes occur above the base. The histogram shown in Fig. 4a for $\Theta = 0.04$, indicates that only about 23% of the critical mechanisms occurred at the base with 77% occurring higher up the soil column. This is because with small correlation lengths, there is a greater probability of the minimum $c_u/z$ occurring higher up the column, even though $z$ is also smaller at higher elevations. For the higher spatial correlation length of $\Theta = 1.28$ shown in Fig. 4b, the percentage of mechanisms occurring at the base ($\approx 51\%$) is considerably increased as the random field becomes more spatially uniform, where it is less likely that the minimum $c_u/z$ will occur at higher elevations.

3.2. Finite element deformation analyses

The above example involved substitution of parameters into the infinite slope equations and involved no concept of deformation. In order to emphasize the varying locations of the critical failure plane, an additional set of analyses have been performed using the random elasto-plastic finite element method (RFEM) (e.g. [28-31]). These analyses have the ability to indicate failure deformations as well as factors of safety corresponding to each Monte-Carlo simulation. Fig. 5 shows some deformed meshes for simulations that were deliberately chosen because they gave mechanisms that were well removed from the base. It is interesting to observe that some simulations display more than one failure mechanism, implying more than one location exhibiting the same (minimum) factor of safety and failing at the same time.

3.3. Distribution of FS values

In the previous sub-section, the probability of failure $p_f$ was computed simply as the proportion of the total number of Monte-Carlo simulations that resulted in $FS < 1$. Since each random field simulation computes a different minimum factor of safety, the full probability density function of $FS$ values can be plotted and used for further analysis. Fig. 6 shows the lognormal probability density functions of the input undrained strength $c_u$ for two different coefficients of variation given by $\nu_{\mu} = 0.1$ and $\nu_{\mu} = 0.5$. Both cases have the same mean of $\mu_{c_u} = 25 \text{ kN/m}^2$ and spatial

Fig. 5. Typical failure modes from RFEM analyses with $\nu_{\mu} = 0.1$ and $\Theta = 0.25$ showing mechanisms well removed from the base of the column (gray scale shows relative values of $c_u/z$).

Fig. 6. Distributions of input undrained strength corresponding to low ($\nu_{\mu} = 0.1$) and high ($\nu_{\mu} = 0.5$) input coefficients of variation.
Here we consider random \( c \) and \( \tan \phi' \). The parameter \( \tan \phi' \) will be modeled as a random variable (rather than \( \phi' \) itself) in view of the fundamental nature of \( \phi' \) in the Coulomb strength equation. A lognormal distribution of \( \tan \phi' \) will ensure the friction angle is bounded by \( 0 < \phi' < 90^\circ \). While it is recognized that very high friction angles will occasionally be generated, it is felt that the lognormal distribution represents a reasonable compromise at the point level, where small pockets of very strong material may be encountered. Some investigators have advocate a bounded distribution for the frictional strength such as the "tanh-distribution" (see e.g. [5]) however demonstrations of this distribution is left for future studies.

This second example problem gives both shear strength parameters a coefficient of variation \( \nu_c \tan \phi' = 0.3 \) in which the cohesion is defined by \( \bar{c} = 10 \text{ kN/m}^2 \) and \( \sigma_c = 3.0 \text{ kN/m}^2 \) and the tangent of the friction angle by \( \mu_{\tan \phi'} = 0.5774 \) and \( \sigma_{\tan \phi'} = 0.1732 \) (corresponding to \( \mu_{\phi} \approx 30^\circ \) and \( \sigma_{\phi} \approx 0.6 \)). The random variables are assumed to be uncorrelated and lognormal. The remaining parameters from Eq. (11) in this example are assumed to be deterministic with values given by \( H = 5.0 \text{ m}, \beta = 30^\circ, \gamma = 17.0 \text{ kN/m}^3 \) and \( u = 0 \). Substitution of these deterministic parameters and the mean values of the random variables into Eq. (11) lead to a deterministic factor of safety of \( FS = 1.27 \).

4. Example 2: frictional/cohesive soil (random \( c \) and \( \tan \phi' \))

We now consider an effective stress analysis of the infinite slope problem with shear strength parameters given by \( c \) and \( \tan \phi' \) with no pore pressures included. In this case Eq. (1) simplifies to

\[
FS = \frac{c}{\gamma H \sin \beta \cos \beta} + \frac{\tan \phi'}{\tan \beta}
\]

For the lower input coefficient of variation of \( \nu_c \tan \phi' = 0.3 \) as shown in Fig. 7b, however, the results given as \( (\mu_c = 0.729, \sigma_c = 0.270)_{\text{random}} \) and \( (\mu_{\tan \phi'} = 1.155, \sigma_{\tan \phi'} = 0.578)_{\text{stochastic}} \) are quite different, confirming that first order assumptions are only justified for low input coefficient of variation.

4.1. Example 2 by the first order second moment method (FOSM)

From Eq. (11), and assuming \( c \) and \( \tan \phi' \) are uncorrelated, we can estimate the mean and standard deviation of \( FS \) by the FOSM as

\[
\mu_{FS} \approx \frac{\mu_c}{\gamma H \sin \beta \cos \beta} + \frac{\tan \beta}{\tan \beta}
\]

and

\[
\sigma_{FS} \approx \sqrt{\left(\frac{1}{\gamma H \sin \beta \cos \beta}\right)^2 \sigma_c^2 + \left(\frac{1}{\tan \beta}\right)^2 \sigma_{\tan \phi'}^2}
\]

which gives \( \mu_{FS} = 1.27 \) and \( \sigma_{FS} = 0.311 \)

Assuming that \( FS \) is lognormal, the probability of failure is then given by

\[
p_f = P[FS < 1] = P[\ln(FS) < \ln(1)] = \Phi\left[\frac{\ln(1) - \mu_{\ln(FS)}}{\sigma_{\ln(FS)}}\right]
\]

where the mean and standard deviation of the underlying normal distribution of \( \ln(FS) \) from Eq. (5) are given by \( \mu_{\ln(FS)} = 0.2113 \) and \( \sigma_{\ln(FS)} = 0.2409 \). After substitution into Eq. (14)

\[
p_f = \Phi\left[-0.2113 - 0.2409\right] = -0.8772 - 0.8772 = 1 - 0.810 = 0.190
\]

hence the probability of failure is 19.0%.

4.2. Example 2 by the first order reliability method (FORM)

If \( c \) and \( \tan \phi' \) are assumed to be lognormal, a simple rearrangement of Eq. (10) leads to

\[
FS = \frac{c}{\gamma H \sin \beta \cos \beta} + \frac{\tan \phi'}{\tan \beta}
\]

In which case \( \ln(c') \) and \( \ln(\tan \phi') \) are normally distributed with \( \mu_{\ln(c')} = 2.259, \sigma_{\ln(c')} = 0.294 \) and \( \mu_{\ln(\tan \phi')} = -0.592, \sigma_{\ln(\tan \phi')} = 0.294 \) from Eq. (5).

For comparison with the FOSM result of the previous section, when no correlation was assumed between \( c \) and \( \tan \phi' \), FORM
gave $p_f = 0.202$ (20.22%) which is in close agreement with the FOSM result presented in the previous section.

### 4.2.1. Influence of cross-correlation

The results of an investigation by FORM into the influence of the correlation coefficient acting between $\ln(c')$ and $\ln(\tan \phi')$ is shown in Fig. 8. For comparison, the results obtained with normally distributed $c'$ and $\tan \phi'$ have also been included in the figure as a dotted line. It can be noted that the lognormal and normal responses are quite similar given the relatively low variability of the random input parameters. The probability of failure $p_f$ appears quite sensitive to the correlation coefficient $\rho$ however, and for the lognormal case varies in the range $0.085 \leq p_f \leq 0.247$, with the highest probability of failure corresponding to the highest positive correlation between $c'$ and $\tan \phi'$. This trend is to be expected (e.g. [32]) since with positive correlation $c'$ and $\tan \phi'$ are both either small, or large at the same time, resulting in a relatively greater probability of failure.

### 4.3. Example 2 by the random field method

The random field model has also been applied to the $c' - \tan \phi'$ slope with the same parametric variations considered in the previous section. In addition, a range of spatial correlation lengths was defined in dimensionless form as

$$
\Theta = \frac{\theta_{\ln(c')}}{H} = \frac{\theta_{\ln(\tan \phi')}}{H}
$$

(17)

The results shown in Fig. 9 indicate a similar trend to that observed previously in Example 1 for the undrained clay, namely that the FORM results are conservative in underestimating the probability of failure for all but the longest spatial correlation lengths. It may also be noted that the random field results exhibited the same trend as FORM in relation to the cross-correlation between strength parameters, with greater positive correlation leading to higher probabilities of failure (e.g. [33]).

### 5. Example 3: frictional soil with pore pressures (random $\tan \phi$, $\tan \beta$, $\gamma$ and $u$)

This example is similar to the infinite slope case considered by [34], and involves a cohesionless soil layer containing a random pore pressure. In this study we will assume steady seepage parallel to the ground surface leading to a pore pressure that decreases linearly above the base according to

$$
u = \begin{cases} 
0 & \text{if } H - z \geq u/(\gamma_w \cos^2 \beta) \\
u - (H - z)/\gamma_w \cos^2 \beta & \text{if } H - z < u/(\gamma_w \cos^2 \beta)
\end{cases}
$$

(18)

where $0 \leq z \leq H$ is the depth below the ground surface, $u$ is the pore pressure at the base of the column when $z = H$ and $0 \leq u \leq u$ is the pore pressure at depth $z$.

In this case, four out of the six parameters, namely $\tan \phi$, $\tan \beta$, $\gamma$ and $u$ from Eq. (1) are assumed to be random, with the properties given in Table 1.

The remaining two parameters are deterministic with values fixed at $c = 0$ and $H = 5$ m. In this case, Eq. (1) simplifies to

$$
FS = \frac{\tan \phi}{\tan \beta} \left(1 - u(1 + \tan^2 \beta)\right)
$$

(19)

where $u$ is given by Eq. (18). Note that the input values $\ln c'$ and $\ln(\tan \phi')$ from Table 1 imply that to a first order of accuracy $\mu_t \approx 18^\circ$ and $\sigma_t \approx 1.9^\circ$. Furthermore, when the mean values from Table 1 are substituted into Eq. (19), the deterministic factor of safety is $FS = 1.514$. It may be commented that the lognormal distribution for random variable $\tan \beta$ may not be the best choice, however our goal in this example was to compare our results with results of other investigators who had made this assumption.

#### 5.1. Example 3 by the first order second moment method (FOSM)

From Eq. (19), and assuming $\tan \phi$, $\tan \beta$, $\gamma$ and $u$ are uncorrelated, we can estimate the mean and standard deviation of $FS$ by the FOSM as

$$
\mu_{FS} \approx \mu_{\tan \phi} \mu_{\tan \beta} \left(1 - \mu_u(1 + \mu^2_{\tan \beta})/\mu_u\right)
$$

(20)

and

$$
\sigma_{FS} \approx \sqrt{\left(\frac{\partial(\mu_f)}{\partial(\tan \phi)}\right)^2 \sigma^2_{\tan \phi} + \left(\frac{\partial(\mu_f)}{\partial(\tan \beta)}\right)^2 \sigma^2_{\tan \beta} + \left(\frac{\partial(\mu_f)}{\partial \gamma}\right)^2 \sigma^2_{\gamma} + \left(\frac{\partial(\mu_f)}{\partial u}\right)^2 \sigma^2_{u}}
$$

(21)

where the closed-form derivative terms are given in the Appendix A. Evaluation of Eqs. (20) and (21) using mean values gives $\mu_{FS} = 1.514$ and $\sigma_{FS} = 0.481$.

Assuming that $FS$ is lognormal, the probability of failure is then given by

### Table 1

<table>
<thead>
<tr>
<th>Variable</th>
<th>Distribution</th>
<th>Mean</th>
<th>SD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tan \beta$</td>
<td>Lognormal</td>
<td>0.325</td>
<td>0.0325</td>
</tr>
<tr>
<td>$\tan \phi$</td>
<td>Lognormal</td>
<td>0.577</td>
<td>0.1792</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Lognormal</td>
<td>18.000</td>
<td>0.5</td>
</tr>
<tr>
<td>$u$</td>
<td>Lognormal</td>
<td>12.0</td>
<td>1.2</td>
</tr>
</tbody>
</table>
\[ p_f = P[FS < 1] = P[\ln(FS) < \ln(1)] = \Phi \left( \frac{\mu_{\ln(FS)}}{\sigma_{\ln(FS)}} \right) \]  
(22)

where the mean and standard deviation of the underlying normal distribution of \( \ln(FS) \) from Eq. (5) are given by \( \mu_{\ln(FS)} = 0.366 \) and \( \sigma_{\ln(FS)} = 0.310 \). After substituting into Eq. (22):

\[ p_f = \Phi \left( \frac{0.366}{0.310} \right) = 0.119 \]  
(23)

hence the probability of failure is 11.9%.

5.2. Example 3 by the first order reliability method (FORM)

If all four random variables are assumed to be lognormal, a rearrangement of Eq. (19) leads to

\[ FS = \frac{\text{e}^{\mu_{\ln(\alpha)}}}{\sigma_{\ln(\alpha)}} \left( 1 - \frac{\text{e}^{\mu_{\ln(\gamma)}} (1 + \text{e}^{\mu_{\ln(\gamma)}})}{\text{e}^{\mu_{\ln(\gamma)}} H} \right) \]  
(24)

With no cross-correlations between the random variables, FORM gives a probability of failure of \( p_f = 0.113 \) (11.3%) which is in close agreement with the FOSM result presented in the previous section.

5.3. Example 3 by the random field method

Unlike the first two examples, this case includes random variables of different types. The slope angle \( \theta \) and the pore pressure at the base \( u \) are single random variables that do not involve a spatial correlation, length while the variables \( \alpha \) and \( \beta \) are typical random field variables, which are spatially distributed along the soil column with the same correlation length \( \Theta \) as shown in Fig. 2.

The results of the random field analyses for a range of correlation lengths are shown in Fig. 10. As in the previous examples, the FORM result is shown to be unconservative and a special case of the random field results as \( \Theta \to \infty \).

Fig. 11a and b show the frequency with which the critical failure plane occurs at different depths for two different spatial correlation lengths. The mean water surface is at a depth of about 3.65 m below ground surface, and due to the pore pressures, both the low and high spatial correlation length cases indicate that the critical depth is most likely to occur at the bottom of the column. Since the soil under consideration in this example is cohesionless, the histogram shown in Fig. 11a for a low spatial correlation length (\( \Theta = 0.05 \)) displays a rather uniform frequency above the mean water table, indicating that the critical depth has no preferential location in this region. For a higher spatial correlation length (\( \Theta = 2.0 \)) however, the factor of safety is also changing gradually and is either increasing or decreasing with depth. This explains the “bimodal” appearance of the histogram shown in Fig. 11b, where the critical depth is most likely, on average, to occur either at the top or the bottom of the soil column.

6. Concluding remarks

Probabilistic slope stability methods that predefine the potential failure surface using deterministic methods are liable to overestimate the factor of safety or underestimate the probability of failure. This is because they do not allow the failure surface to “seek out” the most critical path through the soil. While this conclusion is also valid for 2D and 3D slope geometries, the infinite slope model offers a particularly striking example of this effect, since the system exhibits no progressive failure and is essentially “brittle”, whereby the first component to fail results in overall system failure. First order methods (e.g. FOSM and FORM) applied to the infinite slope problem gave very similar results to each other, but inevitably underestimated the probability of failure compared with the random field analyses, because the failure plane in those cases is always assumed to occur at the base of the soil column. The random field analyses showed that there is a significant probability that the critical mechanism will occur above the base of the soil column where the factor of safety is lower. While the random field analyses predicted higher probabilities of failure than the first order methods, it was observed that the random field results converged on the first order values as the spatial correlation length was increased. This is to be expected, because as the spatial correlation length increases, the greater homogeneity of the soil column means that the probability of the critical mechanism occurring above the base is reduced.
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Appendix A

Derivative terms used in Example 3

\[
\frac{\partial(F_S)}{\partial (\tan \phi')} = \frac{1}{\tan \beta} \left( 1 - \frac{u(1 + \tan^2 \beta)}{\gamma H} \right)
\]

\[
\frac{\partial(F_S)}{\partial (\tan \beta)} = -\tan \phi' \left( \frac{1}{\tan^2 \beta} \frac{u(1 + \tan^2 \beta)}{\gamma H} - \frac{2u \tan \phi'}{\gamma H} \right)
\]

\[
\frac{\partial(F_S)}{\partial u} = \frac{1 + \tan^2 \beta}{\gamma H} \tan \phi'
\]

\[
\frac{\partial(F_S)}{\partial u} = \frac{1 + \tan^2 \beta}{\gamma H} \tan \phi'
\]
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