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The purpose of the study is to investigate the influence of porosity and void size on effective elastic geo-
technical engineering properties with a 3D model of random fields and finite element. The random field
theory is used to generate models of geomaterials containing spatially random voids with controlled
porosity and void size. A “tied freedom” analysis is developed to evaluate the effective Young's modulus
and Poisson's ratio in an ideal block material of finite elements. To deliver a mean and standard deviation
of the elastic parameters, this approach uses Monte-Carlo simulations and finite elements, where each
simulation leads to an effective value of the property under investigation. The results are extended to
investigate an influence of representative volume element (RVE). A comparison of the effective elastic
stiffness of 2D and 3D models is also discussed.
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1. Introduction

The motivation of this work is to investigate the influence of
porosity and void size on the stiffness of 3D geomaterials using a
statistical approach. Even if the expected porosity of a site can be
conservatively estimated, the location of the voids may be largely
unknown such as in geological regions dominated by karstic
deposits. This makes a statistical approach appealing. The work
presented in this paper is developed from a study of 2D model
homogenization of geomaterials containing voids by random fields
and finite elements (Griffiths et al. 2012) and 3D model of random
finite element method (Fenton and Griffiths, 2005). The classic
problem of a homogenization on a micro-structure has long been
of practical interest to engineers, because the macrostructure of a
homogeneous material depends on a heterogeneous microstruc-
ture which varies spatially and may contains random voids, Many
models have been conducted to determine effective elastic proper-
ties however 3D model will clearly be more realistic because the
shape of voids in 2D model has infinite depth. The goal of homog-
enization is to predict the effective property of a heterogeneous
material, where the effective value is defined as the property that
would have led to the same response if the geomaterial had been
homogeneous. A useful concept in this homogenization process is
the representative volume element (RVE). An RVE is an element
of the heterogenous material is large enough to represent the
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microstructure and it is small enough to achieve the efficient com-
putational modeling (e.g. Liu, 2005; Zeleniakiene et al., 2005).

Since the concept of the RVE was first introduced by Hill (1963),
several theoretical models have been proposed for dealing with
scale effects. Hazanov and Huet (1994) derived results involving
mixed boundary conditions, which located between the static
and kinematic uniform boundary conditions for specimens smaller
than the size of the RVE. The orthogonal mixed boundary condi-
tions were proposed in more details relating to the Hill principal
(e.g. Hazanov and Amieur, 1995; Hazanov, 1998: Khisaeva and Os-
toja-Starzewski, 2006). Numerical methods such as the finite ele-
ment method (FEM) have been used to validate the RVE size of
random heterogeneous materials. Kanit et al. (2003) considered a
minimal number of simulations relating to volume size and effec-
tive property while Zohdi and Wriggers (2001) and Ostoja-Star-
zewski (2006) considered the RVE size with a statistical
computational approach. Although there are many models devel-
oped to investigate the effective properties of a material containing
voids and the size of RVE, there is no model considered to be a
“best micromechanical approach” for all problems (Bohm, 1998,
2013). See also the review of Torquate (2002), Kachanov and
Sevostianov (2005) and klusemann and Svendsen (2009).

In this paper, the random finite element method (RFEM) (e.g.
Fenton and Griffiths 2008), which combines finite element analysis
with random field theory, will be used in conjunction with Monte-
Carlo simulations, to examine the effective elastic properties of
materials with randomly distributed voids. A 3D cube of material,
discretized into a relatively fine mesh of 8-node hexahedron
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Nomanclature

E effective Young’s modulus

Eqn Young's medulus of intact material
Ko bulk modulus of intact material
Kyoid bulk modulus of void

K* normalized bulk modulus

Go shear modulus of intact material
Gyoid Shear modulus of void

Ay element width

Ay element height

Az element depth

L width and height of block

n porosity

mD porosity of 2D
n3D porosity of 3D

Q vertical force

X, ¥,z  Cartesian coordinates

Z random variable

Zy/2 value of the standard normal variable

Y variance reduction due to local averaging
Oy normal stress in x direction

ay normal stress in y direction

0z normal stress in z direction

Ex normal strain in x direction

&y normal strain in y direction

& normal strain in z direction

Sx deformation in x direction

dy deformation in y direction

8z deformation in z direction

i spatial correlation length (dimensional)

® spatial correlation length (non-dimensional)

0} effective Poisson’s ratio

Mg, mean of effective normalized Young's modulus

Ok, standard deviation of effective normalized Young's
modulus

n mean

Hy mean of v

Hy mean of effective bulk modulus

U mean of effective shear modulus

P correlation of coefficient

o,0% standard deviation, variance

a(zﬁ) variance after local averaging

oy standard deviation of v

T difference between points in the field

(olp| standard normal cumulative distribution function

elements, forms the basis of the model. Random field theory will be
used to generate a material containing in-tact material and voids
with controlled porosity and size. The RFEM can vary the size of
the voids through control of the spatial correlation length, and
takes full account of element size in the random field, thus deliver-
ing statistically consistent values of the locally averaged properties
(e.g. Fenton and Vanmarcke, 1990). For each simulation of the
Monte-Carlo process, elements in the mesh are assigned either
an in-tact stiffness value or a much lower stiffness value corre-
sponding to a void. A deterministic analysis follows leading to
effective values of the elastic parameters E and v. Monte-Carlo
analyses are typically repeated numerous times until the output
statistics of the effective elastic properties stabilize.

The first part of the paper investigates the size of the RVE for
different input void properties. The second part of the paper inves-
tigates the statistics of the effective Young’s modulus and Poisson's
ratio in 3D as a function of porosity and void size, and compares
results with numerical and analytical studies by other investiga-
tors. Effective properties in 3D are also compared with 2D results
obtained in previous work (Griffiths et al. 2012).

2. Finite element model

The random finite element method (RFEM) (Fenton and Grif-
fiths 2008) combines finite element methods and random field the-
ory. In this paper, finite element analysis of a 3D cube of elastic
material using 8 nodes hexahedron elements is combined with
random field generation and Monte-Carlo simulations to model
an elastic material containing voids. The goal is to develop output
statistics of the effective Young's modulus and Poisson's ratio for
different void sizes and porosity. Examples of the model which
combines elastic material and voids are shown in (Fig. 1).

The finite element mesh for this study consists of a cubic block
of material of side length L = 50 modeled by 50 x 50 x 50 8-node
cubic elements of side length Ax= Ay =-4z=1.0. Any consistent
system of units could be combined with the dimensions and prop-
erties described in this paper. Since a mesh such as this involves

rather large global matrices, equation solution in the runs de-
scribed in this paper will be performed using a preconditioned con-
jugate gradient (PCG) technique with element-by-element
products as described by Smith and Griffiths (2004) which avoids
entirely the need to assemble the global stiffness matrix. The mod-
el in Fig. 2 is subjected to a vertical force Q=L x L on the top face
leading to an average unit pressure on the top face of 1.0. The
boundary conditions of the block involve the use of “tied freedom”
that allow analysis of an “ideal” block and direct evaluation of the
effective Young's modulus and Poisson’s ratio. Tied freedoms are
forced to move by the same amount in the analysis. The boundary
conditions are such that the cubic block remains a regular hexahe-
dron after deformation. Other methods may give similar outcomes
(see the effects of tied freedom boundary condition from Huang
et al., 2013). From this idea, the effective Young's modulus and
Poisson's ratio easily be back-figured as will be described.

In particular, the boundary conditions are such that nodes on
the base of the block can move only in the x — y plane. The back left
and back right faces are constrained to move only in the y — z and
z — x planes respectively. All z-freedoms on the top plane are tied,
as are the y-freedoms on the front left plane and the x-freedoms on
the front right plane. A consequence of these constraints is that the
top surface remaining horizontal and the two front sides remaining
vertical following deformation.

Referring once more to Fig. 2, the dark and grey elements repre-
sent, respectively, voids and in-tact solid elastic material,

3. Controlling porosity

The random field generator in the RFEM model known as the
Local Average Subdivision method (LAS) (Fenton and Vanmarcke,
1990) is used in this paper to model spatially varying voids prop-
erties, The general methodology has been applied successfully to
model random variation of material (constitutive) properties
which may be defined at the point (or micro-) scale. In finite ele-
ment analysis, constant properties are typically assigned to each
element, which means some account needs to be taken of the ele-
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(a) (b)

(c)

Fig. 1. The 3D finite element model of ideal cubic blocks: (a) the solid material, (b) the voids, and (c) the combined model which show dark and light regions indicating voids

and solid material respectively.

5 N
4L

Vertical
freedoms tied
(Top face)

8;
Deformed |
shape\ﬂ
y
[~
z ;
8y B
Horizontal Horizontal
freedoms tied freedoms tied
(Froptleft) (Frontright)

Fig. 2. Analysis of tied freedom in a “cubic element test" model with voids. A
vertical force is applied on the top side. Rollers are fixed at the bottom and two back
sides. The top and the two front sides are tied.

ment size in relation to the spatial correlation length. The larger
the element, and the coarser the mesh, the greater the variance
reduction. There is no avoiding mesh discretization errors, how-
ever local averaging at least reduces this source of error in a ran-

dom materials by adjusting the statistical input parameters in a
consistent way. In the current work, the local averaging effect is
modest because we are using relatively fine meshes and random
fields merely as a vehicle for modeling porosity and void size.
The targeted mean porosity n is obtained by using the standard
normal distribution shown in Fig. 3.

The RFEM takes a full account of element size in the random
field generation and the method delivers statistically consistent
values of the locally averaged properties. A single value of the ran-
dom variable Z then will be generated for each element of the finite
element mesh. Once the standard normal random field values have
been assigned to the mesh, cumulative distribution tables @ (suit-
ably digitized in the software) are then used to estimate the value
of the standard normal variable z,; for which

(I)(Zmz) - @{Z,"p} =n (1)

where ® is the cumulative normal distribution function, and n is
the target porosity.

As shown in Fig. 3. Thereafter, any element assigned a random
field value in the range |Z| >z, is treated as intact material a
Young's modulus and Poisson’s ratio given by Eq=1 and vg=0.3,
respectively, while any element where |Z| < z,, is treated as a void
element with an assigned Young's medulus of E=0.01 (100 times
smaller than the surrounding intact material). There are only two
different materials modeled in the finite element analysis. Each
void is modeled explicitly as a material with significant lower stiff-
ness than the intact material. As can be seen in Fig. 4, for the case
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Fig. 3. Target porosity area in standard normal distribution of random field. Any element assigned a random field value in the range |Z| > Znj2 15 treated as intact material a

Young's modulus and Poisson’s ratio given by Ep = 1and vg = 0.3, respectively,
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Fig. 4. Influence of void element stiffness on the mean effective Young's modulus.
Intact material stiffness Eg= 1.

when n = 0.2, the results show a small influence due to the selected
Young's modulus of void elements. In the current work, a void stiff-
ness which is one hundred times less than the intact material gives
reasonable (and stable) results.

The nature of random fields is that the mean porosity is under
the user's control, but the porosity of each individual simulation
processed by the Monte-Carlo method will vary from one simula-
tion to the next. Fig. 3 shows the methodology for generating the
target porosity, whereas Fig. 5 shows a typical simulation of the
Monte-Carlo process in which the histogram indicates the fre-
quency of standard normal values assigned to each element. It
can be seen that the simulation gives a porosity of 0.274. This is
particularly noticeable when modeling random fields with higher
spatial correlation length, in which some individual simulations
may display significantly higher or lower porosities than the target
value.The influence of randomly distributed voids on the elastic
properties of isotropic media (i.e., intact material is isotropic) is
investigated in this work where both the voids and the intact
material are assigned isotropic properties at the micro-level. It is
recognized that there are cases where the intact materials are
anisotropic for various reasons (i.e., if micro scale is small enough,
most materials are anisotropic), however this is beyond the scope
of the present work, Even though an individual simulation may ap-
pear heterogenous {and even anisotropic), after a sufficient number

#:(2)
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of Monte-Carlo simulations, the overall statistical response is iso-
tropic, i.e. on the average the void shapes would tend to spheres.

4. Controlling of void size

As mentioned previously, two materials with the same average
porosity could have quite different void sizes. One model could
have frequent small voids, while the other could have less frequent
larger voids. The void size in this study is controlled by the random
field spatial correlation length 6 which incorporates a “Markov"”
spatial correlation structure as follows

p(7) = exp(-2|t|/0) 2)

where p=the correlation coefficient; |z]=absolute distance be-
tween points in the field; and @ = scale of fluctuation or spatial cor-
relation length. Larger values of 0 will lead to larger voids and vice
versa.

The Markov equation delivers a spatial correlation that reduces
exponentially with distance. For example, from Eq. (2), 7< 4, the
correlation coefficient p>0.13. In the current study, the range of
p varies from 0 to 1. Points close together are strongly correlated
and therefore likely to belong to the same void. In the limiting case
of § — 0, the random field value changes rapidly from point to
point delivering numerous small voids. At the other extreme as
8 — oc, the random on each simulation becomes increasingly uni-
form with some simulations representing entirely in-tact material
and other consisting entirely of voids.

For example as shown in Fig. 6, the models show typical simu-
lations of different void clustering for two materials with the same
mean porosity.

5. Monte-Carlo simulations

A “Monte-Carlo” process is combined with the RFEM and re-
peated until stable output statistics are achieved. The primary out-
puts from each elastic analysis are the vertical and horizontal
deformations of the block é,, §, and dy. Although each simulation
uses the same § and n, the spatial location of the voids will be lo-
cated in different places. In some cases, the voids may be located
just below the top of the block leading to a relatively high é,. While
in others, the voids may be buried in the middle of the block lead-
ing to a relatively low é,. Following each simulation, the computed

oo4q Standard Normal Random Field
O, =0, =0, =06 Porositv=0.274
=75 =—02533, z,,, = 0.2533

004

0.036 -

ani2

il
h f.z'ﬂ_llﬁé%i_ il

Iy 0 o 08 )

Fig. 5. A single simulation of the random field assigned to the mesh. The porosity of each individual simulation processed by the Monte-Carlo method will vary between the

simulations.



J. Paiboon et al. / International Journal of Solids and Structures 50 (2013) 3233-3241 3237

Fig. 6. Typical simulations showing generation of voids at (a) low and (b) high spatial correlation lengths 0 (n=0.1 in both cases).

displacements é,, 5 and &y are converted into the “effective” values
of Young’s modulus and Poisson's ratio as follows.
Based on Hooke's law,

1
&=% (ox — 0(6y + 02))

Bys %(ay - 0(0; + %)) 3

& =%(0'z — V(0 + Oy))

Given that L is the side length of cubic block, and assume stress
boundary conditions

g,=00, ,=00, o,=-Q/L* (4)
Ox d é
& =T a,:f, sz=f (5)

hence after substitution into Eq. (3}, the effective elastic proper-
ties can be written as

Q

o . (6)
Z
Ux =% @
Z
5
vy = 5—’2’ (8)

where F = the effective elastic Young’s modulus, Q = loading at the
top side, v, and v, = the effective Poisson's ratios based on the dis-
placement in the x- and y-directions respectively.

In each simulation, the effective Young’s modulus is normalized
as E[Ey by dividing by the intact Young's modulus E. In the current
study, following some numerical experiments as shown in Fig. 7, it
was decided that 1000 simulations for each parametric combina-
tion would deliver reasonably repeatable results. In this study,
we have expressed the spatial correlation length in dimensionless
form.

0.70 T 1
0.67 j :
0.64 : =
g . i e
= 061 :
—— Analysisl
0.58 -1 =B =Analysis2
i woke Analysis3 ;
0.55 ;
1 10 100 1000
Number of simulations

Fig. 7. Sensitivity of the mean effective young's modulus as a function of the
number of simulations for n = 0.2 and @ = 0.4. It was decided that 1000 simulations
would deliver reasonably repeatability.

B 9)

where L is the width of the loaded element (L = 50).

6. Representative volume element

An RVE is an element of the heterogenous material is large en-
ough to represent the microstructure and it is small enough to
achieve the efficient computational modeling, we consider the
RVE of four cases using the random field 3D finite element model,
as follows (Table 1).

The statistical results of each set of Monte-Carlo simulations are
shown in Fig. 8.

Fig. 8 shows a sequence of five blocks contained within and
including the largest block of 50 x 50 x 50 cubic elements. The dif-

Table 1

Different input void properties.
Case n @
1 0.2 02
2 0.2 0.7
3 0.7 0.2
4 0.7 0.7
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Fig. 8. Different block sizes for computing the effective elastic properties of a
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Fig. 9. Effective Young's modulus (a) mean and (b) standard deviation following
1000 simulations for different block sizes.

ferent block sizes will indicate the optimal RVE for the given input
conditions. When the RVE is “big enough”, we expect the standard
deviation of the effective Young's modulus to be reduced and its
mean essentially constant as shown in Fig. 9(a) and {b).

While the mean values plotted in Fig. 9(a) are fairly constant for
different block sizes, it could be argued that the block size of
20 x 20 x 20 led to essentially constant values for the low & cases
(1 and 3), while a larger block, say 30 x 30 x 30 would be needed
for stable mean values with the larger & cases (2 and 4). The stan-
dard deviation shown in Fig. 9(b) displays more variability with
block size and tends to zero as the blocks get bigger, but at a slower
rate for higher values of @. In both Fig. 9, it is noted that the influ-
ence of @ on block statistics is greater than that of n. The RVE de-
pends more on spatial correlation length than porosity.

If the block is large enough, each simulation would give an iden-
tical result. This effect is shown in Fig. 10 where the variation of
mean Young's modulus is plotted against the number of Monte-
Carlo simulations corresponding to 20x 20x 20 and
50 x 50 x 50 blocks for three repeated analyses. For the smaller

(a) 070,
0.69
0.68 -
0.67
g 0.66 -~ !
2 0.65 :
= 0.64 ] !
0.63 A ——Analysis 1 |1
0.62 = B - Analysis2 |,
0.61 e o] aolyee Analysis 3
0.60 i T
10 100 1000
Number of simulations
0.70 il : e = =
(b) 0.69, ! '
0.68 {
0.67 b
o 0.66
5 0.65! -
2 0.64 S - '
X =—¢— Analysis 1 |,
X > E— — B ~Analysis2 |,
| o=k Analysis 3
0.60 - o
1 10 100 1000

Number of simulations

Fig. 10. Comparison of the number of simulations for convergence with different
block sizes: (a) 20 x 20 x 20 and (b) 50 x 50 x 50 with n=0.2 and @ =0.2.

20 x 20 x 20 block, the effective Young's modulus takes at least
1000 simulations to stabilize in Fig. 10(a), while the larger
50 x 50 x 50 block settles down in around 500 in Fig. 10(b). The
choice of the RVE should be put in the context of the application
being considered and accuracy required. Further results relating
to @ have not been included here.

Although the finite element programs have the ability to
model anisotropic random fields, and therefore anisotropic void
distributions, none was considered in the current work, The void
modeling was strictly isotropic. It is true that while a typical
simulation of the Monte-Carlo process may appear to generate
anisotropic void distributions, this is statistically insignificant.
If the shape of voids was measured in a systematic way and
averaged over a large number of simulations, the average void
shape in the current work would be spherical, with a diameter
dictated by the spatial correlation length. Fig. 8 is about the
investigation of the size of RVE for an isotropic medium, If the
global response is truly anisotropic, more elastic constants than
just one E and one » would be needed, which would be beyond
the scope of the present study.

In order to confirm the statistical isotropy of the model, loading
was applied in three different directions to the block shown in
Fig. 2. Following Monte-Carlo simulations, it can be seen that the
mean Young's modulus was essentially the same regardless of

1.0 .
0.9 1N
0.8 B (PR
07 4
0_6 5 del
0.5 o
‘}.3 o PSSO, o !......h.
0.2 -
0.1 -
0.0 — %

0.0 01 02 03 04 05 0.6 0.7 0.8 0.9 1.0

n

Pere,

Fig. 11. Comparison of the mean effective Young's modulus obtained from three
different directions of loading. (@ = 1.0 for all cases),
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the direction of loading as shown in Fig. 11. The standard deviation
of Young’s modulus was similarly insensitive to loading direction.

7. Results of RFEM

Following each set of 1000 Monte-Carlo simulations, the mean
and standard deviation of the normalized effective Young's modu-
lus were computed for a range of parametric variations of n and @,
with results shown in Figs. 12 and 13, respectively.

It can be noted from Fig. 12 that the mean normalized effective
Young's modulus drops towards zero with increasing porosity n
and that @ does not have much influence. Fig. 13 shows that @
has more influence on the standard deviation of the effective
Young's modulus g, The standard deviation values as n - 0 (in-
tact stiffness material) and n — 1 (zero stiffness material) show
very low variance since almost all simulations are the same and
model essentially uniform material. The standard deviation was
observed to reach a maximum value at around n = 0.4,

The result obtained from Egs. (7) and (8) for the effective Pois-
son's ratio were in good agreement as expected for the range of n
and @ considered. In the isotropic material mode], the mean and
standard deviation of the two Poisson’s ratios were essentially
identical after Monte-Carlo simulation; however the results are
based on an average to account for any small differences. The plots
shown in Figs. 14 and 15 give the mean and standard deviation of
the effective Poisson’s ratio. Fig. 14 shows that the mean effective
Poisson's ratio u, displays a minimum at around n=0.5. On the
other hand, as shown in Fig. 15, the standard deviation values of
Poisson's ratio ¢, displays a maximum at n = 0.7. For all values of
@ considered however, the standard deviations were quite small.

Although this paper has focused on Young's modulus and Pois-
son’s ratio, other stiffness moduli may be of interest depending on
the context. Fig. 16 combines results from Figs. 12 and 14 to show
the variation of the mean effective shear modulus and bulk modu-
lus using Egs. (10), (11). They display a similar trend to that ob-
served for Young's modulus.

W

e =3 o2y (10)
M

Hs = 3T+ ) -

where ux=the mean effective bulk modulus, ug=the mean
effective shear modulus,

8. Computer resources and timings

A desktop with an Inter Core i7-2600 CPU @ 3.4 Ghz Ram: 8 GB
was used to obtain all results presented in this paper. Fig. 17 shows
the CPU time used for different block sizes. The results show that
the CPU time depends more on porosity than spatial correlation
length. At a 50 x 50 x 50 mesh, the CPU time for the high poresity

oeeem
alxos

Frjm
= 04!

eeee
oo

0.0 0.1 02 0.3 0.4 0.5 0.6 07 0.8 0.9 1.0
n

Fig. 12. pp g vs.nfor02« @« 1.0.

case was about 200 h, while for a low porosity it was more like
90 h. The reason for this discrepancy is thought to be the slower
convergence observed in the iterative solvers when there is more
variability present in the stiffness matrices with high void content.
The results of sensitivity studies with different levels of mesh
refinement are shown in Figs. 18(a) and (b) for the case when
© = 0.2. The results of 50 x 50 x 50 mesh provides a reasonable
mesh density for investigating the role of random voids in this
study.

n
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Fig. 16. Mean effective values vs, n using ® =0.2.
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Fig. 17. CPU timing for different block sizes with 1000 simulations.
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Fig. 18. Influence of mesh refinement on (a) mean effective stiffness and (b)
standard deviation of effective stiffness using @ = 0.2.

9. Comparisons of 2D and 3D porosity models

The difference between effective properties of 2D and 3D mod-
els have been investigated by a number of other researchers (e.g.
Meille and Garboczi, 2001; Wiederkehr et al., 2010; Bobzin et al.,
2012). Their works were based on 2D cross-sectional images cre-
ated from 3D models however a different approach is used in the
current work. The 3D results from the current study using
@ = 0.6 are compared with 2D (plane strain) for the same spatial
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Fig. 19. Comparison of the mean effective Young's modulus obtained from 2D and
3D RFEM models. (@ = 0.6 for both models).

correlation length as published previously by Griffiths et al. 2012
in Fig. 19. The mean normalized effective Young's modulus in 3D
is obviously higher than in 2D for the same porosity. A direct com-
parison between 2D and 3D may not be justified, however, because
voids in 2D (plane strain) are like “tunnels” that continue indefi-
nitely into the 3rd dimension, while voids in 3D are isotropic, finite
in size, and fully contained within the surrounding material. Thus,
it might be explained that the 2D model is actually a 3D model
with an infinite spatial correlation length in the 3rd direction.
From Fig. 19, it has been noted that the empirical relationship

N3p = (HZD)Z’G (12)

can be used as an approximate guide to the porosities in 2D and 3D
that result it similar equivalent stiffness. The empirical relationship
is also shown plotted on Fig. 19 and it can be seen that agreement
with actual 3D results is better for higher porosities.

For example, a 2D porosity of 0.3 gives a mean normalized
effective Young’s modulus of about 0,20, From Eq. (12) the porosity
in 3D that would lead to a similar stiffness would be 0.45.

More sophisticated empirical relations can be developed,
including effects of anisotropy, but this is beyond the scope of
the present work.

10. Comparisons with 3D RFEM and other results

The theoretical results based on the Generalized Self Consistent
Method of Christensen and Lo (1979) and the numerical results
based on the single-cut GRF model of Roberts and Garboczi
(2002) are compared in Fig. 20, with results from the current study
using & = 0.6 from Fig. 10. The Generalized Self Consistent Method
involved embedding an inclusion phase directly into an infinite
medium. It was demonstrated that the method could also solve
the spherical inclusion problem. The single-cut GRF model assigns
a random number to each point in space. From Fig. 20, it can be ob-
served that the current method gives similar values of the mean
effective Young's modulus to those given by the theoretical and
numerical methods for all values of n. The theoretical studies based
on the Voigt and Reuss bounds and Hashin and Shtrikman bounds
(1963) have long been of interest to estimate the effective proper-
ties (see also Gross and Seelig, 2011). From the energetic principle
of effective properties, an upper bound and lower bound solutions
would be obtained, respectively, if the minimum of potential and
complementary energetic principle are used. The Voigt and Reuss
bounds use the porosity to approximate the effective properties.
The effective bulk modulus by Voigt and Reuss bounds can be esti-
mated as

Kyoige = (1 — m)Ko + (MK i (13)
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Fig. 20. Comparison of the effective Young's modulus obtained from 3D RFEM and
other approaches.
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Fig. 21. Comparison of the normalized effective bulk modulus (K*) obtained from
3D RFEM with the Voigt-Reuss bounds and Hashin-Shtrikiman (HS) bounds.

where n =target porosity and Ky, K. are the bulk modulus of
material and void, respectively.

The Hashin-Shtrikman (HS) approach, which is a closer bounds
between upper and lower bounds for two phase materials than the
Voigt and Reuss bounds, can be estimated for an isotropic material
as follows.

-1
Kﬁs_!owerzkwm(l—n)[ L ] (15)

Ko — Kuid 3K yoid + 4G yoid
T, [KMI— i 3? {(01 +—4r20] & (16)
Crisdower = Gonia + (1-1) [Go —1Gym'd * 521(;:3E§;: :71‘:- +2 Z?Z‘ﬁl)] l1
(17)
Grisower = G+ (1) [G,,m-dl— i G&QSK 12350)] ’ (18)

where n = target porosity. Ko, Kyeig are the bulk modulus of material
and void, respectively. Gg, Gyiq are the shear modulus of material
and void, respectively.

The results of mean effective bulk modulus from Fig. 16 are
compared with the theoretical studies based on the upper and low-
er bounds of Voigt and Reuss approximations and Hashin-Shtrik-
man (HS) bounds in Fig. 21. It can be observed that the values of
the normalized effective bulk modulus (K*) from the current work
lie in between the results given by the Voigt and Reuss bounds and
Hashin-Shtrikman bounds for all values of n.

11. Concluding remarks

A 3D RFEM with “tied freedoms” has been used in this study to
investigate the influence of porosity and void size on homogenized
elastic properties E and v. It was observed that while porosity had a
significant effect on both the mean and standard deviation of F and
v, the void size had little influence on the mean but more influence
on the standard deviation. The study also investigated the RVE
needed to capture the essential properties of a heterogeneous
material containing voids. It was found that for the same porosity,
the larger the size of the voids, the greater the size of the RVE. Fi-
nally, the paper presented favorable comparisons of the effective
elastic properties in 3D with those obtained analytically and
numerically by other investigators. In addition, when the 3D re-
sults were compared with 2D obtained by the authors in a previous
study, it was found that the effective elastic stiffness was consis-
tently greater in 3D than in 2D.

The benefits of RFEM will become more apparent in the analysis
of heterogeneous materials (including voids) that have no clear
analytical alternative. For example, stratified materials in which
the porosity of each layer is different. The method also opens the
ability to make probabilistic statements about engineering
performance.
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