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#### Abstract

The method due to Nijhoff and Bobenko \& Suris to derive Lax pairs for partial difference equations ( $\mathrm{P} \Delta \mathrm{Es}$ ) is applied to edge constrained Boussinesq systems. These systems are defined on a quadrilateral. They are consistent around the cube but they contain equations defined on the edges of the quadrilateral.

By properly incorporating the edge equations into the algorithm, it is straightforward to derive Lax matrices of minimal size. The 3 by 3 Lax matrices thus obtained are not unique but shown to be gauge-equivalent. The gauge matrices connecting the various Lax matrices are presented. It is also shown that each of the Boussinesq systems admits a 4 by 4 Lax matrix. For each system, the gauge-like transformations between Lax matrices of different sizes are explicitly given. To illustrate the analogy between continuous and lattice systems, the concept of gauge-equivalence of Lax pairs of nonlinear partial differential equations is briefly discussed.

The method to find Lax pairs of P $\Delta$ Es is algorithmic and is being implemented in Mathematica. The Lax pair computations for this chapter helped further improve and extend the capabilities of the software under development.


## 1 Introduction

As discussed by Hietarinta [16] in volume 1 of this book series, Nijhoff and Capel [27], and Bridgman [9], nonlinear partial "discrete or lattice" equations ( $\mathrm{P} \Delta \mathrm{Es}$ ), arise in various contexts. They appeared early on in papers by Hirota [18] covering a soliton preserving discretization of the direct (bilinear) method for nonlinear PDEs (see, e.g., [19]). In addition, Miura [23] and Wahlquist \& Estabrook [34] indirectly contributed to the development of the theory of $\mathrm{P} \Delta$ Es through their work on Bäcklund transformations. A major contribution to the study of $\mathrm{P} \Delta \mathrm{Es}$ came from Nijhoff and colleagues [28, 30, 31]. Under the supervision of Capel, the Dutch research group used a direct linearization method and Bäcklund transformations, in connection with a discretization of the plane wave factor, to derive several $\mathrm{P} \Delta$ Es. For a detailed discussion of these methods as well as the seminal classification of scalar P $\Delta$ Es by Adler et al. [5, 6] we refer to recent books on the subject [7, 17, 20, 21, 22].

To settle on notation, let us first consider a single scalar $\mathrm{P} \Delta \mathrm{E}$,

$$
\begin{equation*}
\mathcal{F}\left(u_{n, m}, u_{n+1, m}, u_{n, m+1}, u_{n+1, m+1} ; p, q\right)=0, \tag{1.1}
\end{equation*}
$$



Figure 1: The $\mathrm{P} \Delta \mathrm{E}$ is defined on the simplest quadrilateral (a square). single equation or scalar case (left), system or vector case (right).
which is defined on a 2-dimensional quad-graph as shown in Fig. 1 (left).
The one field variable $x \equiv u_{n, m}$ depends on lattice variables $n$ and $m$. A shift of $x$ in the horizontal direction (the one-direction) is denoted by $x_{1} \equiv u_{n+1, m}$. A shift in the vertical or two-direction by $x_{2} \equiv u_{n, m+1}$ and a shift in both directions by $x_{12} \equiv u_{n+1, m+1}$. Furthermore, the nonlinear function $\mathcal{F}$ depends on the lattice parameters $p$ and $q$ which correspond to the edges of the quadrilateral. In our simplified notation (1.1) is replaced by

$$
\begin{equation*}
\mathcal{F}\left(x, x_{1}, x_{2}, x_{12} ; p, q\right)=0 . \tag{1.2}
\end{equation*}
$$

Alternate notations are used in the literature. For instance, many authors denote $\left(x, x_{1}, x_{2}, x_{12}\right)$ by ( $x, \tilde{x}, \hat{x}, \hat{\tilde{x}}$ ) while others use ( $x_{00}, x_{10}, x_{01}, x_{11}$ ).

As a well-studied example, consider the integrable lattice version of the potential Korteweg-de Vries equation [27], written in the various notations:

$$
\begin{align*}
\left(p-q+u_{n, m+1}-u_{n+1, m}\right)\left(p+q-u_{n+1, m+1}+u_{n, m}\right) & =p^{2}-q^{2},  \tag{1.3a}\\
\left(p-q+u_{01}-u_{10}\right)\left(p+q-u_{11}+u_{00}\right) & =p^{2}-q^{2},  \tag{1.3b}\\
(p-q+\hat{u}-\tilde{u})(p+q-\hat{\tilde{u}}+u) & =p^{2}-q^{2}, \tag{1.3c}
\end{align*}
$$

or, in the notation used throughout this chapter,

$$
\begin{equation*}
\left(p-q+x_{2}-x_{1}\right)\left(p+q-x_{12}+x\right)=p^{2}-q^{2} . \tag{1.3d}
\end{equation*}
$$

When dealing with systems of $\mathrm{P} \Delta \mathrm{Es}$, instead of having one field variable $u_{n, m}$, there are multiple field variables, e.g., $u_{n, m}, v_{n, m}$, and $w_{n, m}$, which we will denote by $x, y, z$. Consequently, the scalar equation (1.2) is replaced by a multi-component system involving a vector function $\mathcal{F}$ which depends on field variable $\mathbf{x} \equiv(x, y, z)$ and its shifts denoted by $\mathbf{x}_{1}, \mathbf{x}_{2}$, and $\mathbf{x}_{12}$. Again, we restrict ourselves to equations defined on the quadrilateral depicted in Fig. 1 (right) which is the "vector" version of the figure on the left. We assume that the initial values (indicated by solid circles) for $\mathbf{x}, \mathbf{x}_{1}$ and $\mathbf{x}_{2}$ can be specified and that the value of $\mathbf{x}_{12}$ (indicated by
an open circle) can be uniquely determined. To achieve this we require that $\mathcal{F}$ is affine linear (multi-linear) in the field variables. Eq. (1.3) is an example of a class [5] of scalar $\mathrm{P} \Delta \mathrm{Es}$ which are consistent around the cube, a property that plays an important role in this chapter.

As an example of a system of $\mathrm{P} \Delta \mathrm{Es}$, consider the Schwarzian Boussinesq system [15, 24, 25],

$$
\begin{align*}
& z y_{1}-x_{1}+x=0, \quad z y_{2}-x_{2}+x=0, \quad \text { and }  \tag{1.4a}\\
& \left(z_{1}-z_{2}\right) z_{12}-\frac{z}{y}\left(p y_{1} z_{2}-q y_{2} z_{1}\right)=0, \tag{1.4b}
\end{align*}
$$

where, for simplicity of notation, $p^{3}$ and $q^{3}$ were replaced with $p$ and $q$, respectively. Eq. (1.4b) is relating the four corners of the quadrilateral. Both equations in (1.4a) are not defined on the full quadrilateral. Each is restricted to a single edge of the quadrilateral. The first equation is defined on the edge connecting $\mathbf{x}$ and $\mathbf{x}_{1}$; the second on the edge connecting $\mathbf{x}$ and $\mathbf{x}_{2}$.

As we will see in Section 3.1, equations like (1.3) and (1.4) are very special. Indeed, they are multi-dimensionally consistent; a property which is inherently connected to the existence and derivation of Lax pairs.

As in the case of nonlinear partial differential equations (PDEs), one of the fundamental characterizations of integrable nonlinear $\mathrm{P} \Delta \mathrm{Es}$ is the existence of a Lax pair, i.e., an associated matrix system of two linear difference equations for an auxiliary vector-valued function. The original nonlinear $\mathrm{P} \Delta \mathrm{E}$ then arises by expressing the compatibility condition of that linear system via a commutative diagram.

Lax pairs for $\mathrm{P} \Delta$ Es first appeared in work by Ablowitz and Ladik [3, 4] for a discrete nonlinear Schrödinger equation, and subsequently in [30] for other equations. The existence (and construction) of a Lax pair is closely related to the so-called consistency around the cube (CAC) property which was (much later) proposed independently by Nijhoff [26] and Bobenko and Suris [6]. CAC is a special case of multi-dimensional consistency which is nowadays used as a key criterion to define integrability of $\mathrm{P} \Delta$ Es.

In contrast to the PDE case, there exists a straightforward, algorithmic approach to derive Lax pairs $[6,26]$ for scalar $\mathrm{P} \Delta$ Es that are consistent around the cube, i.e., 3D consistent. The algorithm was presented in [9, 12] and has been implemented in Mathematica [8].

The implementation of the algorithm for systems of $\mathrm{P} \Delta \mathrm{Es}[9,12]$ is more subtle, in particular, when edge equations are present in the systems. In the latter case, the algorithm produces gauge equivalent Lax matrices which depend on the way the edge constraints are dealt with. As illustrated for (1.4), incorporating the edge constraints into the calculation of Lax pairs produces 3 by 3 matrices. Not using the edge constraints also leads to valid Lax pairs involving 4 by 4 matrices which are gauge-like equivalent with their 3 by 3 counterparts. This was first observed [10] when computing Lax pairs for systems of $\mathrm{P} \Delta$ Es presented in Zhang et al. [35]. Using the so-called direct linearization method, Zhang and collaborators have obtained 4 by 4 Lax matrices for generalizations of Boussinesq systems derived by Hietarinta
[15]. In Section 5 we show the gauge-like transformations that connect these Lax matrices with the smaller size ones presented in $[9,10]$.

To keep the article self-contained, in the next section we briefly discuss the concept of gauge-equivalent Lax pairs for nonlinear PDEs and draw the analogy between the continuous and discrete cases. The rest of the chapter is organized as follows. Section 3 has a detailed discussion of the algorithm to compute Lax pairs with its various options. The leading example is the Schwarzian Boussinesq system for which various Lax pairs are computed. The gauge and gauge-like equivalences of these Lax matrices is discussed in Section 4. In Section 5 the algorithm is applied to the generalized Hietarinta systems featured in [35]. A summary of the results is given in Section 6. The chapter ends with a brief discussion of the software implementation and conclusions in Section 7.

## 2 Gauge equivalence of Lax pairs for PDEs and $\mathrm{P} \Delta \mathrm{Es}$

In this section we show the analogy between Lax pairs for continuous equations (PDEs) and lattice equations ( $\mathrm{P} \Delta \mathrm{Es}$ ). We also introduce the concept of gauge equivalence in both cases.

### 2.1 Lax pairs for nonlinear PDEs

A completely integrable nonlinear PDE can be associated with a system of linear PDEs in an auxiliary function $\Phi$. The compatibility of these linear PDEs requires that the original nonlinear PDE is satisfied.

Using the matrix formalism described in [2], we can replace a given nonlinear PDE with a linear system,

$$
\begin{equation*}
\Phi_{x}=\mathbf{X} \Phi \text { and } \Phi_{t}=\mathbf{T} \Phi \tag{2.1}
\end{equation*}
$$

with vector function $\Phi(x, t)$ and unknown matrices $\mathbf{X}$ and $\mathbf{T}$. Requiring that the equations in (2.1) are compatible, that is requiring that $\Phi_{x t}=\Phi_{t x}$, readily [14] leads to the (matrix) Lax equation (also known as the zero curvature condition) to be satisfied by the Lax pair $(\mathbf{X}, \mathbf{T})$ :

$$
\begin{equation*}
\mathbf{X}_{t}-\mathbf{T}_{x}+[\mathbf{X}, \mathbf{T}] \doteq \mathbf{0} \tag{2.2}
\end{equation*}
$$

where $[\mathbf{X}, \mathbf{T}]:=\mathbf{X T}-\mathbf{T X}$ is the matrix commutator and $\doteq$ denotes that the equation holds for solutions of the given nonlinear PDE. Finding the Lax matrices $\mathbf{X}$ and $\mathbf{T}$ for a nonlinear PDE (or system of PDEs) is a nontrivial task for which to date no algorithm is available.

Consider, for example, the ubiquitous Korteweg-de Vries (KdV) equation [1],

$$
\begin{equation*}
u_{t}+\alpha u u_{x}+u_{x x x}=0, \tag{2.3}
\end{equation*}
$$

where $\alpha$ is any non-zero real constant. It is well known (see, e.g., [14]) that

$$
\mathbf{X}=\left[\begin{array}{cc}
0 & 1  \tag{2.4a}\\
\lambda-\frac{1}{6} \alpha u & 0
\end{array}\right]
$$

and

$$
\mathbf{T}=\left[\begin{array}{cc}
\frac{1}{6} \alpha u_{x} & -4 \lambda-\frac{1}{3} \alpha u  \tag{2.4b}\\
-4 \lambda^{2}+\frac{1}{3} \alpha \lambda u+\frac{1}{18} \alpha^{2} u^{2}+\frac{1}{6} \alpha u_{x x} & -\frac{1}{6} \alpha u_{x}
\end{array}\right]
$$

form a Lax pair for (2.3). In this example $\Phi=\left[\begin{array}{ll}\psi & \psi_{x}\end{array}\right]^{\mathrm{T}}$, where T denotes the transpose, and $\psi(x, t)$ is the scalar eigenfunction of the Schrödinger equation,

$$
\begin{equation*}
\psi_{x x}-\left(\lambda-\frac{1}{6} \alpha u\right) \psi=0, \tag{2.5}
\end{equation*}
$$

with eigenvalue $\lambda$ and potential proportional to $u(x, t)$.
It has been shown [13, p. 22] that if $(\mathbf{X}, \mathbf{T})$ is a Lax pair, then so is $(\tilde{\mathbf{X}}, \tilde{\mathbf{T}})$ where

$$
\begin{equation*}
\tilde{\mathbf{X}}=\mathbf{G X G}^{-1}+\mathbf{G}_{x} \mathbf{G}^{-1} \text { and } \tilde{\mathbf{T}}=\mathbf{G} \mathbf{T} \mathbf{G}^{-1}+\mathbf{G}_{t} \mathbf{G}^{-1} \tag{2.6}
\end{equation*}
$$

for an arbitrary invertible matrix $\mathbf{G}$ of the correct size. The above transformation comes from changing $\Phi$ in (2.1) into $\tilde{\Phi}=\mathbf{G} \Phi$ and requiring that $\tilde{\Phi}_{x}=\tilde{\mathbf{X}} \tilde{\Phi}$ and $\tilde{\Phi}_{t}=\tilde{\mathbf{T}} \tilde{\Phi}$.

In physics, transformations like (2.6) are called gauge transformations. Obviously, a Lax pair for a given PDE is not unique. In fact, there exists an infinite number of Lax pairs which are gauge equivalent through (2.6).

In the case of the KdV equation, for example using the gauge matrix

$$
\mathbf{G}=\left[\begin{array}{cc}
-i k & 1  \tag{2.7}\\
-1 & 0
\end{array}\right]
$$

we see that (2.4) is gauge equivalent to the Lax pair,

$$
\tilde{\mathbf{X}}=\left[\begin{array}{cc}
-i k & \frac{1}{6} \alpha u  \tag{2.8a}\\
-1 & i k
\end{array}\right]
$$

and

$$
\tilde{\mathbf{T}}=\left[\begin{array}{cc}
-4 i k^{3}+\frac{1}{3} i \alpha k u-\frac{1}{6} \alpha u_{x} & \frac{1}{3} \alpha\left(2 k^{2} u-\frac{1}{6} \alpha u^{2}+i k u_{x}-\frac{1}{2} u_{x x}\right)  \tag{2.8b}\\
-4 k^{2}+\frac{1}{3} \alpha u & 4 i k^{3}-\frac{1}{3} i \alpha k u+\frac{1}{6} \alpha u_{x}
\end{array}\right],
$$

where $\lambda=-k^{2}$. The latter Lax matrices are complex matrices. However, in (2.8a) the eigenvalue $k$ appears in the diagonal entries which is advantageous if one applies the Inverse Scattering Transform (IST) to solve the initial value problem for the KdV equation.

### 2.2 Lax pairs for nonlinear $\mathrm{P} \Delta \mathrm{Es}$

Analogous with the definition of Lax pairs (in matrix form) for PDEs, a Lax pair for a nonlinear $\mathrm{P} \Delta \mathrm{E}$ is a pair of matrices, $(L, M)$, such that the compatibility of the linear system,

$$
\begin{equation*}
\psi_{1}=L \psi \text { and } \psi_{2}=M \psi, \tag{2.9}
\end{equation*}
$$

for an auxiliary vector function $\psi$, requires that the nonlinear $\mathrm{P} \Delta \mathrm{E}$ is satisfied. The crux is to find suitable Lax matrices $L$ and $M$ so that the nonlinear $\mathrm{P} \Delta \mathrm{E}$ can be replaced by (2.9). As shown in the (Bianchi-type) commutative diagram depicted


Figure 2: Commutative diagram resulting in the Lax equation.
in Fig. 2, the compatibility of (2.9) can be readily expressed by shifting both sides of $\psi_{1}=L \psi$ in the two-direction, i.e., $\psi_{12}=L_{2} \psi_{2}=L_{2} M \psi$, and shifting $\psi_{2}=M \psi$ in the one-direction, i.e., $\psi_{21}=\psi_{12}=M_{1} \psi_{1}=M_{1} L \psi$, and equating the results. Hence,

$$
\begin{equation*}
L_{2} M-M_{1} L \doteq 0, \tag{2.10}
\end{equation*}
$$

where $\doteq$ denotes that the equation holds for solutions of the $\mathrm{P} \Delta \mathrm{E}$. In other words, the left-hand side of (2.10) should generate the $\mathrm{P} \Delta \mathrm{E}$ and not be satisfied automatically as this would result in a "fake" Lax pair. In analogy to (2.2), equation (2.10) is called the Lax equation (or zero-curvature condition).

As in the continuous case, there is an infinite number of Lax matrices, all equivalent to each other under gauge transformations [12]. Specifically, if ( $L, M$ ) is a Lax pair then so is $(\tilde{L}, \tilde{M})$ where

$$
\begin{equation*}
\tilde{L}=\mathcal{G}_{1} L \mathcal{G}^{-1} \text { and } \tilde{M}=\mathcal{G}_{2} M \mathcal{G}^{-1} \tag{2.11}
\end{equation*}
$$

for any arbitrary invertible matrix $\mathcal{G}$. Gauge transformation (2.11) comes from setting $\tilde{\psi}=\mathcal{G} \psi$ and requiring that $\tilde{\psi}_{1}=\tilde{L} \tilde{\psi}$ and $\tilde{\psi}_{2}=\tilde{M} \tilde{\psi}$.

Although (2.11) insures the existence of an infinite number of Lax matrices, it does not say how to find $\mathcal{G}$ of any two Lax matrices (which might have been derived with different methods). As we shall see, there are systems of P $\Delta \mathrm{Es}$ with Lax matrices whose gauge equivalence is presently unclear.

## 3 Derivation of Lax pairs for Boussinesq systems

### 3.1 Derivation of Lax Pairs for the Schwarzian Boussinesq System

## Consistency around the cube

The key idea of multi-dimensional consistency is to (i) extend the planar quadrilateral (square) to a cube by artificially introducing a third direction (with lattice parameter $k$ ) as shown in Fig. 3, (ii) impose copies of the same system, albeit with different lattice parameters, on the different faces and edges of the cube, and (iii) view the cube as a three-dimensional commutative diagram for $\mathbf{x}_{123}$. Although not explicitly shown in Fig. 3, parallel edges carry the same lattice parameter.


Figure 3: The system of $\mathrm{P} \Delta$ Es holds on each face of the cube.
As shown in Fig. 3, the planar quadrilateral is extended into the third dimension where $k$ is the lattice parameter along the edge connecting $\mathbf{x}$ and $\mathbf{x}_{3}$. Although not explicitly shown in Fig. 3, all parallel edges carry the same lattice parameters.

With regard to (1.4), we impose that the same equations hold on all faces of the cube. The equations on the bottom face follow from a rotation of the front face along the horizontal axis connecting $\mathbf{x}$ and $\mathbf{x}_{1}$. Therefore, applying the substitutions $\mathbf{x}_{2} \rightarrow \mathbf{x}_{3}, \mathbf{x}_{12} \rightarrow \mathbf{x}_{13}$, and $q \rightarrow k$ to (1.4), yields

$$
\begin{align*}
& z y_{1}-x_{1}+x=0, \quad z y_{3}-x_{3}+x=0, \quad \text { and }  \tag{3.1a}\\
& \left(z_{1}-z_{3}\right) z_{13}-\frac{z}{y}\left(p y_{1} z_{3}-k y_{3} z_{1}\right)=0, \tag{3.1b}
\end{align*}
$$

which visually corresponds to "folding" the front face down into the bottom face.
Likewise, the equations on the left face can be obtained via a rotation of the front face along the vertical axis connecting $\mathbf{x}$ and $\mathbf{x}_{2}$ (over ninety degrees counterclockwise from a bird's eye view). This amounts to applying the substitutions $\mathbf{x}_{1} \rightarrow \mathbf{x}_{3}, \mathbf{x}_{12} \rightarrow \mathbf{x}_{23}$, and $p \rightarrow k$ to (1.4), yielding

$$
\begin{align*}
& z y_{3}-x_{3}+x=0, \quad z y_{2}-x_{2}+x=0, \quad \text { and }  \tag{3.2a}\\
& \left(z_{3}-z_{2}\right) z_{23}-\frac{z}{y}\left(k y_{3} z_{2}-q y_{2} z_{3}\right)=0 . \tag{3.2b}
\end{align*}
$$

The equations on the back face follow from a shift of (1.4) in the third direction letting $\mathbf{x} \rightarrow \mathbf{x}_{3}, \mathbf{x}_{1} \rightarrow \mathbf{x}_{13}, \mathbf{x}_{2} \rightarrow \mathbf{x}_{23}$, and $\mathbf{x}_{12} \rightarrow \mathbf{x}_{123}$. Likewise, the equations
on the top and right faces follow from (3.1) and (3.2) by shifts in the two- and one-directions, respectively.

Gathering the equations (from all six faces) yields a system of 15 equations (after removing the three duplicates). For example, the five equations that reside on the bottom face (with corners $\mathbf{x}, \mathbf{x}_{1}, \mathbf{x}_{3}$, and $\mathbf{x}_{13}$ ) are

$$
\begin{align*}
& z y_{1}-x_{1}+x=0  \tag{3.3a}\\
& z y_{3}-x_{3}+x=0  \tag{3.3b}\\
& z_{3} y_{13}-x_{13}+x_{3}=0,  \tag{3.3c}\\
& z_{1} y_{13}-x_{13}+x_{1}=0,  \tag{3.3d}\\
& \left(z_{1}-z_{3}\right) z_{13}-\frac{z}{y}\left(p y_{1} z_{3}-k y_{3} z_{1}\right)=0, \tag{3.3e}
\end{align*}
$$

yielding the components of $\mathbf{x}_{13}$, namely,

$$
\begin{align*}
& x_{13}=\frac{x_{3} z_{1}-x_{1} z_{3}}{z_{1}-z_{3}}, \quad y_{13}=\frac{x_{3}-x_{1}}{z_{1}-z_{3}}, \text { and }  \tag{3.4a}\\
& z_{13}=\frac{z}{y}\left(\frac{p y_{1} z_{3}-k y_{3} z_{1}}{z_{1}-z_{3}}\right) . \tag{3.4b}
\end{align*}
$$

Likewise, solving the equations on the front face yields the components of $\mathbf{x}_{12}$ and the equations on the left face yield the components of $\mathbf{x}_{23}$. The components of $\mathbf{x}_{123}$ can be computed using either the equations on the top face or those on the right or back faces.

Multi-dimensional consistency around the cube of the $\mathrm{P} \Delta \mathrm{E}$ system requires that one can uniquely determine $\mathbf{x}_{123}=\left(x_{123}, y_{123}, z_{123}\right)$ and that all expressions coincide, no matter which face is used (or, equivalently, no matter which path along the cube is taken to get to the corner $\mathbf{x}_{123}$ ). Using straightforward, yet tedious algebra, one can show [12] that (1.4) is multi-dimensionally consistent around the cube. As discussed in [7], three-dimensional consistency of a system of $\mathrm{P} \Delta \mathrm{Es}$ establishes its complete integrability for it allows one to algorithmically compute a Lax pair.

## Computation of Lax pairs

The derivation of a Lax pair for (1.4) starts with introducing projective variables $f, g, h, F, G$, and $H$ by

$$
\begin{equation*}
x_{3}=\frac{f}{F}, \quad y_{3}=\frac{g}{G}, \quad \text { and } \quad z_{3}=\frac{h}{H} . \tag{3.5}
\end{equation*}
$$

Note that the numerators and denominators of (3.4) are linear in $x_{3}, y_{3}$, and $z_{3}$. The above fractional transformation allows one to make the top and bottom of $x_{13}, y_{13}$, and $z_{13}$ linear in the projective variables (in the same vein as using fractional transformation to linearize Riccati equations).

Substitution of (3.5) into (3.4) yields

$$
\begin{align*}
x_{13} & =\frac{z_{1} H f-x_{1} F h}{F\left(z_{1} H-h\right)}, \quad y_{13}=-\frac{H\left(x_{1} F-f\right)}{F\left(z_{1} H-h\right)}, \quad \text { and }  \tag{3.6a}\\
z_{13} & =-\frac{z}{y}\left(\frac{k z_{1} H g-p y_{1} G h}{G\left(z_{1} H-h\right)}\right) . \tag{3.6b}
\end{align*}
$$

Achieving the desired linearity requires $F=G=H$. Then, (3.6) becomes

$$
\begin{align*}
& x_{13}=\frac{z_{1} f-x_{1} h}{z_{1} F-h}, \quad y_{13}=-\frac{x_{1} F-f}{z_{1} F-h}, \quad \text { and }  \tag{3.7a}\\
& z_{13}=-\frac{z}{y}\left(\frac{k z_{1} g-p y_{1} h}{z_{1} F-h}\right), \tag{3.7b}
\end{align*}
$$

with

$$
\begin{equation*}
x_{3}=\frac{f}{F}, \quad y_{3}=\frac{g}{F}, \quad \text { and } z_{3}=\frac{h}{F} . \tag{3.8}
\end{equation*}
$$

How one deals with the remaining variables $f, g$, $h$, and $F$, leads to various alternatives for Lax matrices.

### 3.1.1 The first alternative

Choice 1. Note that the edge equation (3.3b) imposes an additional constraint on (3.8). Indeed, solving (3.3b) for $x_{3}$ in terms of $y_{3}$ yields

$$
\begin{equation*}
x_{3}=z y_{3}+x . \tag{3.9}
\end{equation*}
$$

Using $x_{3}=\frac{f}{F}$ and $y_{3}=\frac{g}{F}$ one can eliminate $f$ since $f=x F+z g$. Eqs. (3.8) and (3.7) then become

$$
\begin{equation*}
x_{3}=\frac{x F+z g}{F}, y_{3}=\frac{g}{F}, \quad \text { and } z_{3}=\frac{h}{F}, \tag{3.10}
\end{equation*}
$$

and

$$
\begin{align*}
& x_{13}=\frac{f_{1}}{F_{1}}=\frac{x_{1} F_{1}+z_{1} g_{1}}{F_{1}}=\frac{x z_{1} F+z z_{1} g-x_{1} h}{z_{1} F-h},  \tag{3.11a}\\
& y_{13}=\frac{g_{1}}{F_{1}}=\frac{\left(x-x_{1}\right) F+z g}{z_{1} F-h},  \tag{3.11b}\\
& z_{13}=\frac{h_{1}}{F_{1}}=-\frac{z\left(k z_{1} g-p y_{1} h\right)}{y\left(z_{1} F-h\right)}, \tag{3.11c}
\end{align*}
$$

where $F, g$, and $h$ are independent (and remain undetermined).
Then, (3.11b) and (3.11c) can be split by setting

$$
\begin{align*}
F_{1} & =t\left(z_{1} F-h\right),  \tag{3.12a}\\
g_{1} & =t\left(\left(x-x_{1}\right) F+z g\right),  \tag{3.12b}\\
h_{1} & =t\left(-\frac{z}{y}\left(k z_{1} g-p y_{1} h\right)\right), \tag{3.12c}
\end{align*}
$$

where $t\left(\mathbf{x}, \mathbf{x}_{1} ; p, k\right)$ is a scalar function still to be determined. One can readily verify that (3.11a) is identically satisfied.

If we define $\psi_{\mathrm{a}}:=\left[\begin{array}{lll}F & g & h\end{array}\right]^{\mathrm{T}}$, then $\left(\psi_{\mathrm{a}}\right)_{1}=\left[\begin{array}{lll}F_{1} & g_{1} & h_{1}\end{array}\right]^{\mathrm{T}}$, we can write (3.12) in matrix form $\left(\psi_{\mathrm{a}}\right)_{1}=L_{\mathrm{a}} \psi_{\mathrm{a}}$, with

$$
L_{\mathrm{a}}=t L_{\mathrm{a}, \text { core }}:=t\left[\begin{array}{ccc}
z_{1} & 0 & -1  \tag{3.13}\\
x-x_{1} & z & 0 \\
0 & -\frac{k z z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right] .
$$

The partner matrix $M_{\mathrm{a}}$ of the Lax pair,

$$
M_{\mathrm{a}}=s M_{\mathrm{a}, \text { core }}:=s\left[\begin{array}{ccc}
z_{2} & 0 & -1  \tag{3.14}\\
x-x_{2} & z & 0 \\
0 & -\frac{k z z_{2}}{y} & \frac{q z y_{2}}{y}
\end{array}\right],
$$

comes from substituting (3.10) into the five equations (similar to (3.3)) for the left face of the cube. Formally, this amounts to replacing all indices 1 by 2 and $p$ by $q$ in $L_{\mathrm{a}, \text { core }}$ (see, e.g., [12] for details). In subsequent examples, the partner matrices $(M)$ will no longer be shown.

Using the same terminology as in [12], $L_{\mathrm{a}, \text { core }}$ and $M_{\mathrm{a}, \text { core }}$ are the "core" of the Lax matrices $L_{\mathrm{a}}$ and $M_{\mathrm{a}}$, respectively. The label "a" on $\psi_{\mathrm{a}}, L_{\mathrm{a}}$, and $M_{\mathrm{a}}$ is added to differentiate the entries within each family of Lax matrices (up to trivial permutations of the components). In what follows, alternative choices will be labeled with "b," "A", "B," etc. These matrices come from alternate ways of treating the edge equations.

The functions $t\left(\mathbf{x}, \mathbf{x}_{1} ; p, k\right)$ and $s\left(\mathbf{x}, \mathbf{x}_{2} ; q, k\right)$ can be computed algorithmically as shown in [12] or by using the Lax equation (2.10) directly, as follows,

$$
\begin{equation*}
\left(t L_{\text {core }}\right)_{2}\left(s M_{\text {core }}\right)-\left(s M_{\text {core }}\right)_{1}\left(t L_{\text {core }}\right)=\left(s t_{2}\right)\left(L_{\text {core }}\right)_{2} M_{\text {core }}-\left(t s_{1}\right)\left(M_{\text {core }}\right)_{1} L_{\text {core }} \doteq 0, \tag{3.15}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\frac{s t_{2}}{t s_{1}}\left(L_{\text {core }}\right)_{2} M_{\text {core }} \doteq\left(M_{\text {core }}\right)_{1} L_{\text {core }} \tag{3.16}
\end{equation*}
$$

After replacing $L_{\text {core }}$ and $M_{\text {core }}$ by $L_{\mathrm{a}, \text { core }}$ and $M_{\mathrm{a}, \text { core }}$ from (3.13) and (3.14), respectively, in (3.16), one gets

$$
\begin{equation*}
\frac{s t_{2}}{t s_{1}} \doteq \frac{z_{1}}{z_{2}} \tag{3.17}
\end{equation*}
$$

which has an infinite family of solutions. Indeed, the left-hand side of (3.17) is invariant under the change

$$
\begin{equation*}
t \rightarrow \frac{i_{1}}{i} t, \quad s \rightarrow \frac{i_{2}}{i} s \tag{3.18}
\end{equation*}
$$

where $i(\mathbf{x})$ is an arbitrary function and $i_{1}$ and $i_{2}$ denote the shifts of $i$ in the oneand two-direction, respectively. One can readily verify that (3.17) is satisfied by, for example, $s=t=\frac{1}{z}$. Then, for $\psi_{\mathrm{a}}=\left[\begin{array}{lll}F & g & h\end{array}\right]^{\mathrm{T}}$, the Lax matrix $L_{\mathrm{a}}$ in (3.13) becomes

$$
L_{\mathrm{a}}=\frac{1}{z}\left[\begin{array}{ccc}
z_{1} & 0 & -1  \tag{3.19}\\
x-x_{1} & z & 0 \\
0 & -\frac{k z z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right] .
$$

Choice 2. Solving the edge equation (3.3b) for $y_{3}$,

$$
\begin{equation*}
y_{3}=\frac{x_{3}-x}{z}, \tag{3.20}
\end{equation*}
$$

and using (3.8) yields $g=-\frac{x F-f}{z}$. Then (3.8) becomes

$$
\begin{equation*}
x_{3}=\frac{f}{F}, \quad y_{3}=-\frac{x F-f}{z F}, \quad \text { and } z_{3}=\frac{h}{F}, \tag{3.21}
\end{equation*}
$$

where $F, f$, and $h$ are now independent. Eqs. (3.4) now become

$$
\begin{align*}
& x_{13}=\frac{f_{1}}{F_{1}}=\frac{z_{1} f-x_{1} h}{z_{1} F-h},  \tag{3.22a}\\
& y_{13}=\frac{g_{1}}{F_{1}}=-\frac{x_{1} F_{1}-f_{1}}{z_{1} F_{1}}=-\frac{x_{1} F-f}{z_{1} F-h},  \tag{3.22b}\\
& z_{13}=\frac{h_{1}}{F_{1}}=\frac{k x z_{1} F-k z_{1} f+p z y_{1} h}{y\left(z_{1} F-h\right)}, \tag{3.22c}
\end{align*}
$$

which can be split by selecting

$$
\begin{align*}
F_{1} & =t\left(z_{1} F-h\right),  \tag{3.23a}\\
f_{1} & =t\left(z_{1} f-x_{1} h\right),  \tag{3.23b}\\
h_{1} & =t\left(\frac{1}{y}\left(k x z_{1} F-k z_{1} f+p z y_{1} h\right)\right), \tag{3.23c}
\end{align*}
$$

where $t\left(\mathbf{x}, \mathbf{x}_{1} ; p, k\right)$ is a scalar function still to be determined. Note that (3.22b) is identically satisfied.

If we define $\psi_{\mathrm{b}}:=\left[\begin{array}{lll}F & f & h\end{array}\right]^{\mathrm{T}}$, then $\left(\psi_{\mathrm{b}}\right)_{1}=\left[\begin{array}{lll}F_{1} & f_{1} & h_{1}\end{array}\right]^{\mathrm{T}}$, we can write (3.23) in matrix form, $\left(\psi_{\mathrm{b}}\right)_{1}=L_{\mathrm{b}} \psi_{\mathrm{b}}$, with

$$
L_{\mathrm{b}}=t L_{\mathrm{b}, \text { core }}:=\frac{1}{z}\left[\begin{array}{ccc}
z_{1} & 0 & -1  \tag{3.24}\\
0 & z_{1} & -x_{1} \\
\frac{k x z_{1}}{y} & -\frac{k z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right] \text {, }
$$

where we substituted $t=\frac{1}{z}$ which was computed the same way as in Choice 1 .
Thus, within this first alternative, the two choices of representing the edge constraint result in minimally-sized Lax matrices which we call representative Lax matrices for the $\mathrm{P} \Delta \mathrm{E}$.

### 3.1.2 The second alternative

As a second alternative in the algorithm, we do not use the edge equations to replace (3.8) by (3.10) or (3.21). Instead, we incorporate the edge equations (3.1a) into all three equations of (3.4). Using (3.1a), we replace $x_{3}$ and $x_{1}$ in $x_{13}$ and $y_{13}$, and $y_{1}$ and $y_{3}$ in $z_{13}$, yielding

$$
\begin{align*}
& \tilde{x}_{13}=x+\frac{z\left(y_{3} z_{1}-y_{1} z_{3}\right)}{z_{1}-z_{3}}=\frac{x\left(z_{1}-z_{3}\right)+z\left(y_{3} z_{1}-y_{1} z_{3}\right)}{z_{1}-z_{3}},  \tag{3.25a}\\
& \tilde{y}_{13}=\frac{z\left(y_{3}-y_{1}\right)}{z_{1}-z_{3}}, \quad \text { and } \quad \tilde{z}_{13}=\frac{k z_{1}\left(x-x_{3}\right)-p z_{3}\left(x-x_{1}\right)}{y\left(z_{1}-z_{3}\right)} . \tag{3.25b}
\end{align*}
$$

Note that each of the above expressions has the same denominator $z_{1}-z_{3}$ as in (3.4). Thus, in principle, any equation from (3.4) could be replaced by the matching equation from (3.25).

Choice 1. If we take $x_{13}, \tilde{y}_{13}$ and $z_{13}$, then substitution of (3.8) yields

$$
\begin{align*}
& x_{13}=\frac{f_{1}}{F_{1}}=\frac{z_{1} f-x_{1} h}{z_{1} F-h}, \quad \tilde{y}_{13}=\frac{g_{1}}{F_{1}}=-\frac{z\left(y_{1} F-g\right)}{z_{1} F-h}, \quad \text { and }  \tag{3.26a}\\
& z_{13}=\frac{h_{1}}{F_{1}}=-\frac{z\left(k z_{1} g-p y_{1} h\right)}{y\left(z_{1} F-h\right)} . \tag{3.26b}
\end{align*}
$$

Hence, we set

$$
\begin{align*}
F_{1} & =t\left(z_{1} F-h\right),  \tag{3.27a}\\
f_{1} & =t\left(z_{1} f-x_{1} h\right),  \tag{3.27b}\\
g_{1} & =t\left(-\left(z y_{1} F-z g\right)\right),  \tag{3.27c}\\
h_{1} & =t\left(-\frac{z}{y}\left(k z_{1} g-p y_{1} h\right)\right), \tag{3.27d}
\end{align*}
$$

where $t\left(\mathbf{x}, \mathbf{x}_{1} ; p, k\right)$ is a scalar function still to be determined.
Defining $\psi:=\left[\begin{array}{llll}F & f & g & h\end{array}\right]^{\mathrm{T}}$, yields $\psi_{1}=\left[\begin{array}{llll}F_{1} & f_{1} & g_{1} & h_{1}\end{array}\right]^{\mathrm{T}}$. So, we can write (3.27) as $\psi_{1}=L_{A} \psi$, with

$$
L_{\mathrm{A}}=t L_{\mathrm{core}}:=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1  \tag{3.28}\\
0 & z_{1} & 0 & -x_{1} \\
-z y_{1} & 0 & z & 0 \\
0 & 0 & -\frac{k z z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right]
$$

where we have used (3.15) to get $t=\frac{1}{z}$.
Though not obvious at first glance, $L_{\mathrm{a}}$ in (3.13) follows from $L_{\mathrm{A}}$ after removing the second row and second column and replacing $z y_{1}$ by $x_{1}-x$ using (3.1a). Matrices (3.28) and $M_{\mathrm{A}}$ (obtained from $L_{\mathrm{A}}$ by replacing indices 1 by 2 and $p$ by $q$ in $L_{\mathrm{A}}$ )
are a valid Lax pair despite being of larger size than $\left(L_{\mathrm{a}}, M_{\mathrm{a}}\right)$. We refer to these larger-sized Lax matrices as extended Lax matrices of $\mathrm{P} \Delta$ Es.

Choice 2. If we work with $x_{13}, \tilde{y}_{13}$ and $\tilde{z}_{13}$ then substitution of (3.8) yields

$$
\begin{align*}
& x_{13}=\frac{f_{1}}{F_{1}}=\frac{z_{1} f-x_{1} h}{z_{1} F-h}, \quad \tilde{y}_{13}=\frac{g_{1}}{F_{1}}=-\frac{z y_{1} F-z g}{z_{1} F-h}, \quad \text { and }  \tag{3.29a}\\
& \tilde{z}_{13}=\frac{h_{1}}{F_{1}}=\frac{k x z_{1} F-k z_{1} f-p\left(x-x_{1}\right) h}{y\left(z_{1} F-h\right)} . \tag{3.29b}
\end{align*}
$$

Setting

$$
\begin{align*}
& F_{1}=t\left(z_{1} F-h\right),  \tag{3.30a}\\
& f_{1}=t\left(z_{1} f-x_{1} h\right),  \tag{3.30b}\\
& g_{1}=t\left(-\left(z y_{1} F-z g\right)\right),  \tag{3.30c}\\
& h_{1}=t\left(\frac{1}{y}\left(k x z_{1} F-k z_{1} f-p\left(x-x_{1}\right) h\right)\right), \tag{3.30d}
\end{align*}
$$

and defining $\psi$ as in Choice 1, yields

$$
L_{\mathrm{B}}=t L_{\text {core }}:=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1  \tag{3.31}\\
0 & z_{1} & 0 & -x_{1} \\
-z y_{1} & 0 & z & 0 \\
\frac{k x z_{1}}{y} & -\frac{k z_{1}}{y} & 0 & -\frac{p\left(x-x_{1}\right)}{y}
\end{array}\right]
$$

since $t=\frac{1}{z}$. Thus, $L_{\mathrm{B}}$ is another extended Lax pair for the Schwarzian Boussinesq system. Note that $L_{\mathrm{B}}$ reduces to $L_{\mathrm{b}}$ in (3.24) by removing the third row and third column and replacing $x_{1}-x$ by $z y_{1}$ based on (3.1a).

Choices 3 and 4. Repeating the process with other combinations of solutions from (3.4) and (3.25) results in the following Lax matrices,

$$
L_{\mathrm{C}}=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1  \tag{3.32}\\
x z_{1} & 0 & z z_{1} & -\left(x+z y_{1}\right) \\
-z y_{1} & 0 & z & 0 \\
0 & 0 & -\frac{k z z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right]
$$

and

$$
L_{\mathrm{D}}=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1  \tag{3.33}\\
0 & z_{1} & 0 & -x_{1} \\
-x_{1} & 1 & 0 & 0 \\
\frac{k x z_{1}}{y} & -\frac{k z_{1}}{y} & 0 & \frac{p\left(x_{1}-x\right)}{y}
\end{array}\right],
$$

from working with $\tilde{x}_{13}, \tilde{y}_{13}, z_{13}$ and $x_{13}, y_{13}, \tilde{z}_{13}$, respectively.

Obviously $L_{\mathrm{C}}$ and $L_{\mathrm{D}}$ are trivially related to $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$, respectively. Indeed, remove the second row and second column in $L_{\mathrm{C}}$ and the third row and third column in $L_{\mathrm{D}}$ and use $z y_{1}=x_{1}-x$ to get $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$, respectively.

All other combinations of pieces of (3.4) and (3.25) do not lead to matrices that satisfy the defining equation (2.10).

The second alternative leads to extended Lax matrices but they are not always trivial extensions of the representative Lax matrices. In other words, smaller-size matrices do not necessarily follow from the larger-size matrices by simply removing rows and columns. Furthermore, if the representative Lax matrices were not known it would not be obvious which rows and columns should be removed. As shown in Section 6, some edge-constrained systems have extended Lax matrices whose "equivalence" to a representative Lax matrix is non-trivial.

In the next section we carefully investigate the connections between the Lax matrices computed with the two alternatives and various choices above.

## 4 Gauge and gauge-like equivalences of Lax pairs

As discussed in Section 2, if there exists one pair of Lax matrices for a given system of $\mathrm{P} \Delta \mathrm{Es}$ then there is an infinite number of such pairs, all equivalent to each other under discrete gauge transformations of type (2.11) involving a square matrix $\mathcal{G}$.

Given two distinct Lax pairs with matrices of the same size (no matter how they were computed), it has yet to be shown if there exists a gauge transformation relating them. For edge-constrained systems, the derivation of the gauge transformation between representative Lax matrices is straightforward. However, the derivation of a gauge-like transformation between Lax matrices of different sizes (resulting from the application of different methods) is nontrivial. In this section we look at gauge and gauge-like transformations in more detail.

### 4.1 Gauge equivalence

In Section 3.1.1 we obtained (3.19) and (3.24), resulting from Choices 1 and 2 of dealing with the edge constraints.

Example 1. With regard to (2.11), computing the gauge matrix $\mathcal{G}$ such that

$$
\begin{equation*}
L_{\mathrm{b}}=\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1} \tag{4.1}
\end{equation*}
$$

is straightforward if we consider the implications of the gauge relationship. Indeed, multiplying (4.1) by $\psi_{\mathrm{b}}$, and using (2.9) yields

$$
\begin{equation*}
\left(\psi_{\mathrm{b}}\right)_{1}=L_{\mathrm{b}} \psi_{\mathrm{b}}=\left(\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1}\right) \psi_{\mathrm{b}} \tag{4.2a}
\end{equation*}
$$

Hence, if we set $\psi_{\mathrm{a}}=\mathcal{G}^{-1} \psi_{\mathrm{b}}$, we obtain $\left(\psi_{\mathrm{b}}\right)_{1}=\mathcal{G}_{1} L_{\mathrm{a}} \psi_{\mathrm{a}}=\mathcal{G}_{1}\left(\psi_{\mathrm{a}}\right)_{1}=\left(\mathcal{G} \psi_{\mathrm{a}}\right)_{1}$. Thus, $\psi_{\mathrm{b}}=\mathcal{G} \psi_{\mathrm{a}}$ determines $\mathcal{G}$. Not surprisingly, the gauge matrix $\mathcal{G}$ depends on how we selected the components of $\psi$ which, in turn, depends on how the edge equation (3.3b) was treated.

Recall that $\psi_{\mathrm{a}}:=\left[\begin{array}{lll}F & g & h\end{array}\right]^{\mathrm{T}}$ and $\psi_{\mathrm{b}}:=\left[\begin{array}{lll}F & f & h\end{array}\right]^{\mathrm{T}}$. Using (3.10), we get

$$
\mathcal{G}=\left[\begin{array}{lll}
1 & 0 & 0 \\
x & z & 0 \\
0 & 0 & 1
\end{array}\right] \quad \text { and } \quad \mathcal{G}^{-1}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-\frac{x}{z} & \frac{1}{z} & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Indeed,

$$
\mathcal{G} \psi_{\mathrm{a}}=\left[\begin{array}{lll}
1 & 0 & 0  \tag{4.4}\\
x & z & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
F \\
g \\
h
\end{array}\right]=\left[\begin{array}{c}
F \\
x F+z g \\
h
\end{array}\right]=\left[\begin{array}{c}
F \\
f \\
h
\end{array}\right]=\psi_{\mathrm{b}}
$$

confirms that $\psi_{\mathrm{b}}=\mathcal{G} \psi_{\mathrm{a}}$.
Thus, the representative Lax matrices, (3.19) and (3.24), are gauge equivalent, as in (4.1), with $\mathcal{G}$ in (4.3). In essence, for Lax matrices of the same sizes, $\mathcal{G}$ "represents" the edge constraint in the system of $\mathrm{P} \Delta$ Es. Of course, (4.1) may also be represented as $L_{\mathrm{a}}=\overline{\mathcal{G}}_{1} L_{\mathrm{b}} \overline{\mathcal{G}}^{-1}$, where $\overline{\mathcal{G}}=\mathcal{G}^{-1}$.

### 4.2 Gauge-like equivalence

In as much as gauge transformations between the representative Lax matrices of a given system of $\mathrm{P} \Delta \mathrm{Es}$ are straightforward to derive and defined by the corresponding edge equation, the relationship between representative and extended matrices, though still dependent upon the edge equation, is not so obvious.

Consider the Schwarzian Boussinesq system (1.4) which we have shown to have representative Lax matrices, $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ (derived in Section 3.1.1) and extended Lax matrices, $L_{\mathrm{A}}, L_{\mathrm{B}}, L_{\mathrm{C}}$, and $L_{\mathrm{D}}$ derived in Section 3.1.2.

To determine a relationship between extended Lax matrices (like $L_{\mathrm{A}}$ ) and representative Lax matrices (like $L_{\mathrm{a}}$ ), (4.1) must be generalized because the matrices do not have the same sizes. We therefore introduce transformations involving nonsquare matrices $\mathcal{H}$ and $\overline{\mathcal{H}}$ satisfying one of the relationships,

$$
\begin{align*}
& L_{\mathrm{ext}}=\mathcal{H}_{1} L_{\mathrm{rep}} \mathcal{H}_{\text {Left }}^{-1},  \tag{4.5a}\\
& L_{\mathrm{rep}}=\overline{\mathcal{H}}_{1} L_{\mathrm{ext}} \overline{\mathcal{H}}_{\text {Right }}^{-1}, \tag{4.5b}
\end{align*}
$$

where $L_{\text {rep }}$ is a representative Lax pair, $L_{\text {ext }}$ is an extended Lax pair, and $\mathcal{H}$ and $\overline{\mathcal{H}}$ are suitable matrices of appropriate sizes. Furthermore, the labels "Left" and "Right" refer to left and right inverses. In deriving $\mathcal{H}$ and $\overline{\mathcal{H}}$ we find that the edge equations again provide guidance.

Obviously, matrices like $\mathcal{H}$ and $\overline{\mathcal{H}}$ play the role of the gauge matrices but since they are no longer square we call them gauge-like matrices. Likewise, any of the transformations in (4.5) are called gauge-like transformations.

Example 2. To illustrate (4.5a), consider an extended Lax pair with associated vector $\psi$. If we consider the edge constraint expressed as in (3.21), then the linearity
of $g=-\frac{x F-f}{z}$ in variables $F$ and $f$ allows us to express $\psi$ in terms of $\psi_{\mathrm{b}}$ in a simple (unique) way

$$
\psi=\left[\begin{array}{c}
F  \tag{4.6}\\
f \\
g \\
h
\end{array}\right]=\left[\begin{array}{c}
F \\
f \\
-\frac{x}{z} F+\frac{1}{z} f \\
h
\end{array}\right]=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
-\frac{x}{z} & \frac{1}{z} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
F \\
f \\
h
\end{array}\right]:=\mathcal{H} \psi_{\mathrm{b}},
$$

defining the matrix $\mathcal{H}$. Since rank $\mathcal{H}=3$, matrix $\mathcal{H}$ has a 3 -parameter family of left inverses,

$$
\mathcal{H}_{\text {Left }, \text { all }}^{-1}=\left[\begin{array}{cccc}
1-\alpha x & \alpha & -\alpha z & 0  \tag{4.7}\\
(1-\beta) x & \beta & (1-\beta) z & 0 \\
-\gamma x & \gamma & -\gamma z & 1
\end{array}\right],
$$

where $\alpha, \beta$ and $\gamma$ are free parameters (which could depend on $\mathbf{x}$ ).
Now we take a specific member of the family (denoted by $\mathcal{H}_{\text {Left }}^{-1}$ ) so that

$$
\begin{equation*}
L_{\mathrm{C}} \doteq \mathcal{H}_{1} L_{\mathrm{b}} \mathcal{H}_{\mathrm{Left}}^{-1} \tag{4.8}
\end{equation*}
$$

where, as before, $\doteq$ indicates equality when evaluated against the given $\mathrm{P} \Delta$ Es. More precisely, equality only holds when edge equation (3.3a) is used. A straightforward matrix multiplication shows that (4.8) holds if $\alpha=\beta=\gamma=0$. Hence,

$$
\mathcal{H}_{\text {Left }}^{-1}=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{4.9}\\
x & 0 & z & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

Instead of (4.1) we now have (4.8), i.e., a transformation of type (4.5a), which can readily be verified. Indeed, repeatedly using (4.8), (4.6), and (2.9), yields

$$
\begin{equation*}
\psi_{1}=L_{\mathrm{C}} \psi=\mathcal{H}_{1} L_{\mathrm{b}} \mathcal{H}_{\mathrm{Left}}^{-1} \mathcal{H} \psi_{\mathrm{b}}=\mathcal{H}_{1} L_{\mathrm{b}} \psi_{\mathrm{b}}=\mathcal{H}_{1}\left(\psi_{\mathrm{b}}\right)_{1}=\left(\mathcal{H} \psi_{\mathrm{b}}\right)_{1} \tag{4.10}
\end{equation*}
$$

confirming (4.6).
Example 3. After similar calculations involving $\psi_{\mathrm{a}}=\left[\begin{array}{lll}F & g & h\end{array}\right]^{\mathrm{T}}$ and $\psi$, and with the edge constraint expressed as in (3.10), i.e., $f=x F+z g$, we find that

$$
\begin{equation*}
L_{\mathrm{D}} \doteq \mathcal{H}_{1} L_{\mathrm{a}} \mathcal{H}_{\mathrm{Left}}^{-1} \tag{4.11}
\end{equation*}
$$

where

$$
\mathcal{H}=\left[\begin{array}{lll}
1 & 0 & 0  \tag{4.12}\\
x & z & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] \quad \text { and } \quad \mathcal{H}_{\text {Left }}^{-1}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-x / z & 1 / z & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]
$$

Example 4. A first gauge-like relationship between $L_{\mathrm{a}}$ and $L_{\mathrm{A}}$ is simple to derive. As mentioned in Choice 1 in Section 3.1.2, removing the second row and second column from $L_{\mathrm{A}}$ gives $L_{\mathrm{a}}$. Formally,

$$
\begin{equation*}
L_{\mathrm{a}} \doteq \mathcal{B} L_{\mathrm{A}} \mathcal{B}^{\mathrm{T}} \tag{4.13}
\end{equation*}
$$

with $z y_{1}=x_{1}-x$ and

$$
\mathcal{B}=\left[\begin{array}{llll}
1 & 0 & 0 & 0  \tag{4.14}\\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] .
$$

Continuing with $L_{\mathrm{a}}$ and $L_{\mathrm{A}}$, we derive a second gauge-like transformation to illustrate (4.5b). To find a matrix $\overline{\mathcal{H}}$, consider the edge constraint $g=-\frac{x F-f}{z}$ expressed in (3.21). Thus,

$$
\psi_{\mathrm{a}}=\left[\begin{array}{c}
F  \tag{4.15}\\
g \\
h
\end{array}\right]=\left[\begin{array}{c}
F \\
-\frac{x}{z} F+\frac{1}{z} f \\
h
\end{array}\right]=\left[\begin{array}{cccc}
1 & 0 & 0 & 0 \\
-\frac{x}{z} & \frac{1}{z} & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
F \\
f \\
g \\
h
\end{array}\right]:=\overline{\mathcal{H}} \psi .
$$

The inverse transformation,

$$
\psi=\left[\begin{array}{l}
F  \tag{4.16}\\
f \\
g \\
h
\end{array}\right]=\left[\begin{array}{c}
F \\
x F+z g \\
g \\
h
\end{array}\right]=\left[\begin{array}{lll}
1 & 0 & 0 \\
x & z & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
F \\
g \\
h
\end{array}\right]:=\overline{\mathcal{H}}_{\text {Right }}^{-1} \psi_{\mathrm{a}},
$$

determines a suitable right inverse of $\overline{\mathcal{H}}$. Thus,

$$
L_{\mathrm{a}}=\overline{\mathcal{H}}_{1} L_{\mathrm{A}} \overline{\mathcal{H}}_{\text {Right }}^{-1} \quad \text { for } \quad \overline{\mathcal{H}}=\left[\begin{array}{cccc}
1 & 0 & 0 & 0  \tag{4.17}\\
-\frac{x}{z} & \frac{1}{z} & 0 & 0 \\
0 & 0 & 0 & 1
\end{array}\right],
$$

without having to use the edge equation (3.3a). To show that (4.17) is correct, use (2.9) repeatedly, together with (4.16) and (4.17), yielding

$$
\begin{equation*}
\left(\psi_{\mathrm{a}}\right)_{1}=L_{\mathrm{a}} \psi_{\mathrm{a}}=\overline{\mathcal{H}}_{1} L_{\mathrm{A}} \overline{\mathcal{H}}_{\text {Right }}^{-1} \psi_{\mathrm{a}}=\overline{\mathcal{H}}_{1} L_{\mathrm{A}} \psi=\overline{\mathcal{H}}_{1} \psi_{1}=(\overline{\mathcal{H}} \psi)_{1}, \tag{4.18}
\end{equation*}
$$

confirming (4.15).
Example 5. Interestingly, gauge transformations between two distinct extended Lax matrices for a $\mathrm{P} \Delta \mathrm{E}$ are not as straightforward. For example, a gauge transformation has not yet been found for Lax matrices $L_{\mathrm{A}}$ and $L_{\mathrm{B}}$ given in (3.28) and (3.31). Thus, even though we have shown that the corresponding representative Lax matrices are gauge equivalent, we have not been able to show the same for the corresponding extended matrices.

## 5 Application to generalized Hietarinta systems

In [15], Hietarinta presented the results of a search of multi-component equations which are edge-constrained and obey the property of multidimensional consistency. That search led to various generalized Boussinesq-type systems, nowadays called
the Hietarinta A-2, B-2, C-3, and C-4 systems. Bridgman et al. [12] derived their corresponding Lax pairs using [8].

Simultaneously, Zhang et al. [35] showed that each of the lattice systems presented in [15] can be further generalized based on a direct linearization scheme [29] in connection with a more general dispersion law. The systems considered in [15] are then shown to be special cases. In fact, they are connected to the more general cases through point transformations.

As a by-product of the direct linearization method, Zhang et al. [35] obtained the Lax pairs of each of these generalized Boussinesq systems. No doubt, they are all valid Lax pairs but some of the matrices have larger than needed sizes. Using the algorithmic CAC approach discussed in Section 3, we were able to derive Lax pairs of minimal matrix sizes for these systems and unravel the connections with the Lax matrices presented in [35]. Full details of that investigation will be published elsewhere [10] but their Lax matrices are given in the next section.

## 6 Summary of results

### 6.1 Lattice Boussinesq system

The lattice Boussinesq system [32] is given by

$$
\begin{align*}
& z_{1}-x x_{1}+y=0, \quad z_{2}-x x_{2}+y=0, \quad \text { and }  \tag{6.1}\\
& \left(x_{2}-x_{1}\right)\left(z-x x_{12}+y_{12}\right)-p+q=0 .
\end{align*}
$$

Edge constraint $x_{1}=\frac{z_{1}+y}{x}$ implies that $x_{3}=\frac{z_{3}+y}{x}$. Here,

$$
\begin{align*}
& x_{13}=\frac{y_{1}-y_{3}}{x_{1}-x_{3}}, \quad y_{13}=\frac{x\left(y_{1}-y_{3}\right)-z\left(x_{1}-x_{3}\right)+k-p}{x_{1}-x_{3}}, \quad \text { and }  \tag{6.2}\\
& z_{13}=\frac{x_{3} y_{1}-x_{1} y_{3}}{x_{1}-x_{3}} .
\end{align*}
$$

Variants of (6.2) may be derived by incorporating edge constraints yielding

$$
\begin{align*}
& \tilde{x}_{13}=\frac{x\left(y_{1}-y_{3}\right)}{z_{1}-z_{3}}, \quad \tilde{y}_{13}=\frac{x\left(k-p+x\left(y_{1}-y_{3}\right)\right)-z\left(z_{1}-z_{3}\right)}{z_{1}-z_{3}}, \text { and }  \tag{6.3}\\
& \tilde{z}_{13}=\frac{y\left(y_{1}-y_{3}\right)+\left(y_{1} z_{3}-y_{3} z_{1}\right)}{z_{1}-z_{3}} .
\end{align*}
$$

Using the algorithm of Section 3, we computed 3 by 3 Lax matrices which are presented in Table 1 together with the gauge transformations. For $L_{\mathrm{a}}$ one has $\frac{s t_{2}}{t s_{1}} \doteq 1$, which is satisfied for $t=s=1$. For $L_{\mathrm{b}}$ one obtains $\frac{s t_{2}}{t s_{1}} \doteq \frac{x_{1}}{x_{2}}$, hence, $t=s=\frac{1}{x}$.

Using only (6.2) with (3.5) yields a 4 by 4 Lax matrix (not shown) that is trivially associated with $L_{\mathrm{a}}$. Similarly, using only (6.3) again with (3.5) gives a 4 by 4 Lax matrix (not shown) which is trivially associated with $L_{\mathrm{b}}$.

Table 1: Boussinesq system Lax pairs and gauge matrices

| Substitutions | $\psi$ | Matrices $L$ of Lax pair |
| :--- | :---: | :---: |

Writing the edge constraint as $z_{3}=x x_{3}-y$ yields

$$
\begin{aligned}
& x_{3}=\frac{f}{F}, y_{3}=\frac{g}{F}, \\
& z_{3}=-\frac{y F-x f}{F} .
\end{aligned} \quad \psi_{\mathrm{a}}=\left[\begin{array}{c}
F \\
f \\
g
\end{array}\right] \quad L_{\mathrm{a}}=\left[\begin{array}{ccc}
-x_{1} & 1 & 0 \\
-y_{1} & 0 & 1 \\
\ell_{31} & -z & x
\end{array}\right],
$$

where $\ell_{31}=z x_{1}-x y_{1}+p-k$.
Writing the edge constraint as $x_{3}=\frac{z_{3}+y}{x}$ yields
$x_{3}=\frac{y F+h}{x F}$,
$y_{3}=\frac{g}{F}, \quad z_{3}=\frac{h}{F}$.
$\psi_{\mathrm{b}}=\left[\begin{array}{l}F \\ g \\ h\end{array}\right]$
$L_{\mathrm{b}}=\frac{1}{x}\left[\begin{array}{ccc}y-x x_{1} & 0 & 1 \\ \ell_{21} & x^{2} & -z \\ -y y_{1} & x x_{1} & -y_{1}\end{array}\right]$,
where $\ell_{21}=x\left(p-k-x y_{1}\right)-z\left(y-x x_{1}\right)$.
Gauge transformations for $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ are given by

$$
\begin{aligned}
& L_{\mathrm{b}}=\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1}, \psi_{\mathrm{b}} \\
& L_{\mathrm{a}}=\overline{\mathcal{G}}_{1} L_{\mathrm{b}} \overline{\mathcal{G}}^{-1}, \psi_{\mathrm{a}} \\
&=\overline{\mathcal{G}} \psi_{\mathrm{b}},
\end{aligned} \quad \mathcal{G}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 1 \\
-y & x & 0
\end{array}\right] \quad \overline{\mathcal{G}}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
\frac{y}{x} & 0 & \frac{1}{x} \\
0 & 1 & 0
\end{array}\right] .
$$

where $\overline{\mathcal{G}}=\mathcal{G}^{-1}$.

### 6.2 Schwarzian Boussinesq system

The Schwarzian Boussinesq system [15, 24, 25] is given by

$$
\begin{align*}
& z y_{1}-x_{1}+x=0, \quad z y_{2}-x_{2}+x=0, \quad \text { and } \\
& \left(z_{1}-z_{2}\right) z_{12}-\frac{z}{y}\left(p y_{1} z_{2}-q y_{2} z_{1}\right)=0 . \tag{6.4}
\end{align*}
$$

Edge constraint $x_{1}=z y_{1}+x$ leads to $x_{3}=z y_{3}+x$. Hence,

$$
\begin{align*}
x_{13} & =\frac{x_{3} z_{1}-x_{1} z_{3}}{z_{1}-z_{3}}, \quad y_{13}=\frac{x_{3}-x_{1}}{z_{1}-z_{3}}, \text { and } \\
z_{13} & =\frac{z}{y}\left(\frac{p y_{1} z_{3}-k y_{3} z_{1}}{z_{1}-z_{3}}\right) . \tag{6.5}
\end{align*}
$$

After incorporating edge constraints, variants of (6.5) are

$$
\begin{align*}
& \tilde{x}_{13}=\frac{x\left(z_{1}-z_{3}\right)+z\left(y_{3} z_{1}-y_{1} z_{3}\right)}{z_{1}-z_{3}}, \quad \tilde{y}_{13}=\frac{z\left(y_{3}-y_{1}\right)}{z_{1}-z_{3}}, \quad \text { and } \\
& \tilde{z}_{13}=\frac{k z_{1}\left(x-x_{3}\right)-p z_{3}\left(x-x_{1}\right)}{y\left(z_{1}-z_{3}\right)} . \tag{6.6}
\end{align*}
$$

The 3 by 3 matrices computed in Section 3 are summarized in Table 2 together with the gauge transformations that connect them. For the representative and extended Lax matrices given below we obtained $\frac{s t_{2}}{t s_{1}} \doteq \frac{z_{1}}{z_{2}}$, which holds when $t=s=\frac{1}{z}$.

Table 2: Schwarzian Boussinesq system Lax pairs and gauge matrices

| Substitutions | $\psi$ | Matrices $L$ of Lax pair |
| :--- | :---: | :--- |
| Writing the edge constraint as $x_{3}=z y_{3}+x$ yields |  |  |
| $x_{3}=\frac{x F+z g}{F}$, |  |  |
| $y_{3}=\frac{g}{F}, \quad z_{3}=\frac{h}{F}$. | $\psi_{\mathrm{a}}=\left[\begin{array}{c}F \\ g \\ h\end{array}\right] \quad L_{\mathrm{a}}=\frac{1}{z}\left[\begin{array}{ccc}z_{1} & 0 & -1 \\ x-x_{1} & z & 0 \\ 0 & -\frac{k z z_{1}}{y} & \frac{p z y_{1}}{y}\end{array}\right]$. |  |

Writing the edge constraint as $y_{3}=\frac{x_{3}-x}{z}$ yields

$$
\begin{aligned}
& x_{3}=\frac{f}{F}, z_{3}=\frac{h}{F}, \\
& y_{3}=-\frac{x F-f}{z F} .
\end{aligned} \quad \psi_{\mathrm{b}}=\left[\begin{array}{c}
F \\
f \\
h
\end{array}\right] \quad L_{\mathrm{b}}=\frac{1}{z}\left[\begin{array}{ccc}
z_{1} & 0 & -1 \\
0 & z_{1} & -x_{1} \\
\frac{k x z_{1}}{y} & -\frac{k z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right] .
$$

Gauge transformations for $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ are given by

$$
\begin{array}{ll}
L_{\mathrm{b}}=\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1}, \psi_{\mathrm{b}}=\mathcal{G} \psi_{\mathrm{a}}, & \mathcal{G}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
x & z & 0 \\
0 & 0 & 1
\end{array}\right] \quad \quad \overline{\mathcal{G}}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
L_{\mathrm{a}} & =\overline{\mathcal{G}}_{1} L_{\mathrm{b}} \overline{\mathcal{G}}^{-1}, \psi_{\mathrm{a}}=\overline{\mathcal{G}} & \frac{1}{z} \\
0 & 0 \\
0 & 0 & 1
\end{array}\right], \text {, }, ~=, ~
\end{array}
$$

where $\overline{\mathcal{G}}=\mathcal{G}^{-1}$.

System (6.4) also admits the extended Lax matrices,

$$
L_{\mathrm{A}}=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1  \tag{6.7}\\
0 & z_{1} & 0 & -x_{1} \\
-z y_{1} & 0 & z & 0 \\
0 & 0 & -\frac{k z z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right] \text { and } L_{\mathrm{B}}=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1 \\
0 & z_{1} & 0 & -x_{1} \\
-z y_{1} & 0 & z & 0 \\
\frac{k x z_{1}}{y} & -\frac{k z_{1}}{y} & 0 & -\frac{p\left(x-x_{1}\right)}{y}
\end{array}\right] \text {, }
$$

when considering the edge-modified forms of $y_{13}$, and of $y_{13}$ and $z_{13}$, respectively; and

$$
L_{\mathrm{C}}=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1  \tag{6.8}\\
x z_{1} & 0 & z z_{1} & -\left(x+z y_{1}\right) \\
-z y_{1} & 0 & z & 0 \\
0 & 0 & -\frac{k z z_{1}}{y} & \frac{p z y_{1}}{y}
\end{array}\right] \text { and } L_{\mathrm{D}}=\frac{1}{z}\left[\begin{array}{cccc}
z_{1} & 0 & 0 & -1 \\
0 & z_{1} & 0 & -x_{1} \\
-x_{1} & 1 & 0 & 0 \\
\frac{k x z_{1}}{y} & -\frac{k z_{1}}{y} & 0 & \frac{p\left(x_{1}-x\right)}{y}
\end{array}\right]
$$

when considering the edge-modified forms of $x_{13}$ and $y_{13}$, and of $z_{13}$, respectively. All other combinations of (6.5) and (6.6) result in matrices which do not satisfy the defining equation (2.10).

### 6.3 Generalized Hietarinta systems

In [35], the authors introduced generalizations of Hietarinta's systems [15] by considering a general dispersion law,

$$
\begin{equation*}
\mathbb{G}(\omega, \kappa):=\omega^{3}-\kappa^{3}+\alpha_{2}\left(\omega^{2}-\kappa^{2}\right)+\alpha_{1}(\omega-\kappa), \tag{6.9}
\end{equation*}
$$

where $\alpha_{1}$ and $\alpha_{2}$ are constant parameters. For example, for the special case $a=$ $\alpha_{1}=\alpha_{2}=0$, one gets $\mathbb{G}(-p,-a)=-p^{3}$ and $\mathbb{G}(-q,-a)=-q^{3}$. Then (6.11) (below) reduces to Hietarinta's original A-2 system in [17, p. 95]. The term with coefficient $b_{0}$ could be removed by a simple transformation [15]. We will keep it to cover the most general case. In $[12,15], p^{3}$ and $q^{3}$ are identified with $p$ and $q$, respectively.

The explicit form of $\mathbb{G}(\omega, \kappa)$ in (6.9) is not needed [10] to compute Lax pairs. However, for the B-2 system the condition

$$
\begin{equation*}
\mathbb{G}(-p,-k)+\mathbb{G}(-k,-q)=\mathbb{G}(-p,-q) \tag{6.10}
\end{equation*}
$$

must hold for 3D consistency and, consequently, for the computation of Lax pairs.
Zhang et al. [35] computed 4 by 4 Lax matrices for these generalized systems with the direct linearization method. By incorporating the edge equations (as shown in Section 3), we were able to find 3 by 3 matrices which are presented in this section. Computational details will appear in a forthcoming paper [10].

### 6.3.1 Generalized Hietarinta A-2 system

The generalized Hietarinta A-2 system [35] is given by

$$
\begin{align*}
& z x_{1}-y_{1}-x=0, \quad z x_{2}-y_{2}-x=0, \quad \text { and } \\
& y-x z_{12}+b_{0} x+\frac{\mathbb{G}(-p,-a) x_{1}-\mathbb{G}(-q,-a) x_{2}}{z_{2}-z_{1}}=0 . \tag{6.11}
\end{align*}
$$

From edge constraint $x_{1}=\frac{x+y_{1}}{z}$ one gets $x_{3}=\frac{x+y_{3}}{z}$. Here,

$$
\begin{align*}
& x_{13}=\frac{x_{1}-x_{3}}{z_{1}-z_{3}}, \quad y_{13}=\frac{x_{1} z_{3}-x_{3} z_{1}}{z_{1}-z_{3}}, \quad \text { and } \\
& z_{13}=\frac{\left(y+b_{0} x\right)\left(z_{1}-z_{3}\right)+\mathbb{G}(-k,-a) x_{3}-\mathbb{G}(-p,-a) x_{1}}{x\left(z_{1}-z_{3}\right)} . \tag{6.12}
\end{align*}
$$

The 3 by 3 Lax matrices are presented in Table 3 , together with the gauge transformations that connect them. For $L_{\mathrm{a}}$ one has $\frac{s t_{2}}{t s_{1}} \doteq \frac{z_{1}}{z_{2}}$, hence, $t=s=\frac{1}{z}$. For $L_{\mathrm{b}}$ we set $t=s=1$ since $\frac{s t_{2}}{t t_{1}} \doteq 1$.

Alternative forms of (6.12) (after incorporating edge constraints) are

$$
\begin{align*}
& \tilde{x}_{13}=\frac{y_{1}-y_{3}}{z\left(z_{1}-z_{3}\right)}, \quad \tilde{y}_{13}=-\left(\frac{x}{z}+\frac{y_{3} z_{1}-y_{1} z_{3}}{z\left(z_{1}-z_{3}\right)}\right), \quad \text { and } \\
& \tilde{z}_{13}=\frac{y+b_{0} x}{x}+\frac{\mathbb{G}(-k,-a)\left(x+y_{3}\right)-\mathbb{G}(-p,-a)\left(x+y_{1}\right)}{x z\left(z_{1}-z_{3}\right)} . \tag{6.13}
\end{align*}
$$

Using only (6.12) with (3.5) leads to a 4 by 4 Lax matrix (not shown) that is trivially associated with $L_{\mathrm{a}}$. Similarly, as shown in [35], using only (6.13) with (3.5) results in a 4 by 4 Lax matrix (not shown) which is trivially associated with $L_{\mathrm{b}}$.

Table 3: Generalized Hietarinta A-2 system Lax pairs and gauge matrices

| Substitutions | $\psi$ | Matrices $L$ of Lax pair |
| :--- | :---: | :--- |

Writing the edge constraint as $x_{3}=\frac{y_{3}+x}{z}$ yields

$$
\begin{aligned}
& x_{3}=\frac{x F+g}{z F}, \\
& y_{3}=\frac{g}{F}, \quad z_{3}=\frac{h}{F} .
\end{aligned} \quad \psi_{\mathrm{a}}=\left[\begin{array}{c}
F \\
g \\
h
\end{array}\right] \quad L_{\mathrm{a}}=\frac{1}{z}\left[\begin{array}{ccc}
-z z_{1} & 0 & z \\
x z_{1} & z_{1} & -z x_{1} \\
\ell_{31} & -\frac{\mathbb{G}(-k,-a)}{x} & \frac{\left(y+b_{0} x\right) z}{x}
\end{array}\right],
$$

where $\ell_{31}=\frac{1}{x}\left(\mathbb{G}(-p,-a) z x_{1}-\mathbb{G}(-k,-a) x-\left(y+b_{0} x\right) z z_{1}\right)$.
Writing the edge constraint as $y_{3}=z x_{3}-x$ yields

$$
\begin{aligned}
& x_{3}=\frac{f}{F}, z_{3}=\frac{h}{F}, \\
& y_{3}=-\frac{x F-z f}{F} .
\end{aligned} \quad \psi_{\mathrm{b}}=\left[\begin{array}{l}
F \\
f \\
h
\end{array}\right] \quad L_{\mathrm{b}}=\left[\begin{array}{ccc}
-z_{1} & 0 & 1 \\
-x_{1} & 1 & 0 \\
\tilde{\ell}_{31} & -\frac{\mathbb{G}(-k,-a)}{x} & \frac{y+b_{0} x}{x}
\end{array}\right],
$$

where $\tilde{\ell}_{31}=\frac{1}{x}\left(\mathbb{G}(-p,-a) x_{1}-\left(y+b_{0} x\right) z_{1}\right)$.
Gauge transformations for $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ are given by

$$
\begin{array}{ll}
L_{\mathrm{b}} & =\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1}, \psi_{\mathrm{b}}=\mathcal{G} \psi_{\mathrm{a}}, \\
L_{\mathrm{a}} & =\overline{\mathcal{G}}_{1} L_{\mathrm{b}} \overline{\mathcal{G}}^{-1}, \psi_{\mathrm{a}}=\overline{\mathcal{G}} \psi_{\mathrm{b}},
\end{array} \quad \mathcal{G}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
\frac{x}{z} & \frac{1}{z} & 0 \\
0 & 0 & 1
\end{array}\right] \quad \quad \overline{\mathcal{G}}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
-x & z & 0 \\
0 & 0 & 1
\end{array}\right],
$$

$$
\text { where } \overline{\mathcal{G}}=\mathcal{G}^{-1} \text {. }
$$

### 6.3.2 Generalized Hietarinta B-2 system

The generalized Hietarinta B-2 system [35],

$$
\begin{align*}
& x x_{1}-z_{1}-y=0, \quad x x_{2}-z_{2}-y=0, \quad \text { and } \\
& y_{12}+\alpha_{1}+z+\alpha_{2}\left(x_{12}-x\right)-x x_{12}+\frac{\mathbb{G}(-p,-q)}{x_{2}-x_{1}}=0, \tag{6.14}
\end{align*}
$$

has edge constraint $x_{1}=\frac{z_{1}+y}{x}$ which yields $x_{3}=\frac{z_{3}+y}{x}$. Here,

$$
\begin{align*}
& x_{13}=\frac{y_{1}-y_{3}}{x_{1}-x_{3}}, \quad z_{13}=\frac{x_{3} y_{1}-x_{1} y_{3}}{x_{1}-x_{3}}, \quad \text { and } \\
& y_{13}=\left(\alpha_{2} x-\alpha_{1}-z\right)+\frac{\left(x-\alpha_{2}\right)\left(y_{1}-y_{3}\right)+\mathbb{G}(-p,-k)}{x_{1}-x_{3}} . \tag{6.15}
\end{align*}
$$

The 3 by 3 Lax matrices with their gauge transformations are listed in Table 4. For $L_{\mathrm{a}}$ one has $\frac{s t_{2}}{t s_{1}} \doteq \frac{x_{1}}{x_{2}}$, hence, $t=s=\frac{1}{x}$. For $L_{\mathrm{b}}$ we set $t=s=1$ since $\frac{s t_{2}}{t s_{1}} \doteq 1$.

Other forms of (6.15) by incorporating edge constraints are

$$
\begin{align*}
& \tilde{x}_{13}=\frac{x\left(y_{1}-y_{3}\right)}{z_{1}-z_{3}}, \quad \tilde{z}_{13}=-\frac{y\left(y_{3}-y_{1}\right)+y_{3} z_{1}-y_{1} z_{3}}{z_{1}-z_{3}}, \quad \text { and } \\
& \tilde{y}_{13}=\left(\alpha_{2} x-\alpha_{1}-z\right)+\frac{x\left(\left(x-\alpha_{2}\right)\left(y_{1}-y_{3}\right)+\mathbb{G}(-p,-k)\right)}{z_{1}-z_{3}} . \tag{6.16}
\end{align*}
$$

As shown in [35], using only (6.16) with (3.5) leads to a 4 by 4 Lax matrix (not shown) that is trivially associated with $L_{\mathrm{b}}$. Using only (6.15) with (3.5) results in a 4 by 4 Lax matrix (not shown) which is trivially associated with $L_{\mathrm{a}}$ when evaluated against the given system.

Table 4: Generalized Hietarinta B-2 system Lax pairs and gauge matrices

| Substitutions $\quad \psi \quad$ Matrices $L$ of Lax pair |
| :--- |
| Writing the edge constraint as $x_{3}=\frac{y+z_{3}}{x}$ yields |
| $x_{3}=\frac{y F+h}{x F}, \quad \psi_{\mathrm{a}}=\left[\begin{array}{l}F \\ g \\ h\end{array}\right] \quad L_{\mathrm{a}}=\frac{1}{x}\left[\begin{array}{ccc}y-x x_{1} & 0 & 1 \\ \ell_{21} & x\left(x-\alpha_{2}\right) & \ell_{23} \\ -y y_{1} & x x_{1} & -y_{1}\end{array}\right]$, |

where $\ell_{21}=\left(\alpha_{2} x-\alpha_{1}-z\right)\left(y-x x_{1}\right)+x\left(\left(\alpha_{2}-x\right) y_{1}-\mathbb{G}(-p,-k)\right)$ and
$\ell_{23}=\alpha_{2} x-\alpha_{1}-z$.
Writing the edge constraint as $z_{3}=x x_{3}-y$ yields

$$
\begin{aligned}
& x_{3}=\frac{f}{F}, y_{3}=\frac{g}{F}, \\
& z_{3}=-\frac{y F-x f}{F}
\end{aligned} \quad \psi_{\mathrm{b}}=\left[\begin{array}{c}
F \\
f \\
g
\end{array}\right] \quad L_{\mathrm{b}}=\left[\begin{array}{ccc}
-x_{1} & 1 & 0 \\
-y_{1} & 0 & 1 \\
\ell_{31} & \alpha_{2} x-\alpha_{1}-z & x-\alpha_{2}
\end{array}\right],
$$

where $\ell_{31}=-\left(\alpha_{2} x-\alpha_{1}-z\right) x_{1}+\left(\alpha_{2}-x\right) y_{1}-\mathbb{G}(-p,-k)$.
Gauge transformations for $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ are given by

$$
\begin{aligned}
& L_{\mathrm{b}}=\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1}, \psi_{\mathrm{b}}=\mathcal{G} \psi_{\mathrm{a}}, \\
& L_{\mathrm{a}}=\overline{\mathcal{G}}_{1} L_{\mathrm{b}} \overline{\mathcal{G}}^{-1}, \psi_{\mathrm{a}}=\overline{\mathcal{G}} \psi_{\mathrm{b}},
\end{aligned}
$$

$$
\mathcal{G}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
\frac{y}{x} & 0 & \frac{1}{x} \\
0 & 1 & 0
\end{array}\right]
$$

$$
\overline{\mathcal{G}}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 0 & 1 \\
-y & x & 1
\end{array}\right],
$$

where $\overline{\mathcal{G}}=\mathcal{G}^{-1}$.

### 6.3.3 Generalized Hietarinta C-3 system

The generalized Hietarinta C-3 system [35],

$$
\begin{align*}
& z y_{1}+x_{1}-x=0, \quad z y_{2}+x_{2}-x=0, \quad \text { and } \\
& \mathbb{G}(-a,-b) x_{12}-y z_{12}+z\left(\frac{\mathbb{G}(-q,-b) y_{2} z_{1}-\mathbb{G}(-p,-b) y_{1} z_{2}}{z_{1}-z_{2}}\right)=0, \tag{6.17}
\end{align*}
$$

has edge constraint $x_{1}=x-z y_{1}$ leading to $x_{3}=x-z y_{3}$. Here,

$$
\begin{align*}
& x_{13}=\frac{x_{3} z_{1}-x_{1} z_{3}}{z_{1}-z_{3}}, \quad y_{13}=\frac{x_{1}-x_{3}}{z_{1}-z_{3}}, \text { and } \\
& z_{13}=\frac{\mathbb{G}(-a,-b)\left(x_{3} z_{1}-x_{1} z_{3}\right)+z\left(\mathbb{G}(-k,-b) y_{3} z_{1}-\mathbb{G}(-p,-b) y_{1} z_{3}\right)}{y\left(z_{1}-z_{3}\right)} . \tag{6.18}
\end{align*}
$$

The 3 by 3 Lax matrices with their gauge transformations are given in Table 5. For $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ we set $t=s=\frac{1}{z}$ since $\frac{s t_{2}}{t s_{1}} \doteq \frac{z_{1}}{z_{2}}$.

Table 5: Generalized Hietarinta C-3 system Lax pairs and gauge matrices

| Substitutions $\quad \psi \quad$ Matrices $L$ of Lax pair |
| :--- |
| Writing the edge constraint as $x_{3}=x-z y_{3}$ yields |
| $x_{3}=\frac{x F-z g}{F}, \quad \psi_{\mathrm{a}}=\left[\begin{array}{c}F \\ g \\ h\end{array}\right] \quad L_{\mathrm{a}}=\frac{1}{z}\left[\begin{array}{ccc}-z_{1} & 0 & 1 \\ x-x_{1} & -z & 0 \\ -\mathbb{G}(-a,-b) \frac{x z_{1}}{y} & \ell_{32} & \ell_{33}\end{array}\right]$, |
| $y_{3}=\frac{g}{F}, \quad z_{3}=\frac{h}{F}$. |
| with $\ell_{32}=(\mathbb{G}(-a,-b)-\mathbb{G}(-k,-b)) \frac{z z_{1}}{y}, \ell_{33}=\left(\mathbb{G}(-a,-b) x_{1}+\mathbb{G}(-p,-b) z y_{1}\right) \frac{1}{y}$. |

Writing the edge constraint as $y_{3}=\frac{x-x_{3}}{z}$ yields

$$
\begin{aligned}
& x_{3}=\frac{f}{F}, z_{3}=\frac{h}{F}, \\
& y_{3}=\frac{x F-f}{z F} .
\end{aligned} \quad \psi_{\mathrm{b}}=\left[\begin{array}{c}
F \\
f \\
h
\end{array}\right] \quad L_{\mathrm{b}}=\frac{1}{z}\left[\begin{array}{ccc}
-z_{1} & 0 & 1 \\
0 & -z_{1} & x_{1} \\
-\mathbb{G}(-k,-b) \frac{x z_{1}}{y} & \tilde{\ell}_{32} & \tilde{\ell}_{33}
\end{array}\right],
$$

with $\tilde{\ell}_{32}=(\mathbb{G}(-k,-b)-\mathbb{G}(-a,-b)) \frac{z_{1}}{y}, \tilde{\ell}_{33}=\left(\mathbb{G}(-a,-b) x_{1}+\mathbb{G}(-p,-b) z y_{1}\right) \frac{1}{y}$.
Gauge transformations for $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ are given by

$$
\begin{aligned}
L_{\mathrm{b}} & =\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1}, \psi_{\mathrm{b}}=\mathcal{G} \psi_{\mathrm{a}}, \\
L_{\mathrm{a}} & =\overline{\mathcal{G}}_{1} L_{\mathrm{b}} \overline{\mathcal{G}}^{-1}, \psi_{\mathrm{a}}=\overline{\mathcal{G}} \psi_{\mathrm{b}},
\end{aligned}
$$

where $\overline{\mathcal{G}}=\mathcal{G}^{-1}$.

$$
\mathcal{G}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
x & -z & 0 \\
0 & 0 & 1
\end{array}\right]
$$

$$
\overline{\mathcal{G}}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
\frac{x}{z} & -\frac{1}{z} & 0 \\
0 & 0 & 1
\end{array}\right] .
$$

Incorporating edge constraints into (6.18) yields

$$
\begin{align*}
\tilde{x}_{13}= & x+\frac{z\left(y_{1} z_{3}-y_{3} z_{1}\right)}{z_{1}-z_{3}}, \quad \tilde{y}_{13}=\frac{z\left(y_{3}-y_{1}\right)}{z_{1}-z_{3}}, \quad \text { and } \\
\tilde{z}_{13}= & \frac{\mathbb{G}(-a,-b)\left(x\left(z_{1}-z_{3}\right)+z\left(y_{1} z_{3}-y_{3} z_{1}\right)\right)}{y\left(z_{1}-z_{3}\right)}  \tag{6.19}\\
& +\frac{z\left(\mathbb{G}(-k,-b) y_{3} z_{1}-\mathbb{G}(-p,-b) y_{1} z_{3}\right)}{y\left(z_{1}-z_{3}\right)}
\end{align*}
$$

System (6.17) also admits extended Lax matrices:

$$
L_{\mathrm{A}}=\frac{1}{z}\left[\begin{array}{cccc}
-z_{1} & 0 & 0 & 1  \tag{6.20}\\
0 & -z_{1} & 0 & x_{1} \\
z y_{1} & 0 & -z & 0 \\
-\mathbb{G}(-a,-b) \frac{x z_{1}}{y} & 0 & (\mathbb{G}(-a,-b)-\mathbb{G}(-k,-b)) \frac{z z_{1}}{y} & \ell_{44}
\end{array}\right]
$$

when considering the edge-modified solutions for $y_{13}$ and $z_{13}$ and where

$$
\begin{align*}
\ell_{44}= & \left(\mathbb{G}(-a,-b) x-(\mathbb{G}(-a,-b)-\mathbb{G}(-p,-b)) z y_{1}\right) \frac{1}{y} ; \text { and } \\
& L_{\mathrm{B}}=\frac{1}{z}\left[\begin{array}{cccc}
-z_{1} & 0 & 0 & 1 \\
-x z_{1} & 0 & z z_{1} & x-z y_{1} \\
z y_{1} & 0 & -z & 0 \\
-\mathbb{G}(-a,-b) \frac{x z_{1}}{y} & 0 & (\mathbb{G}(-a,-b)-\mathbb{G}(-k,-b)) \frac{z z_{1}}{y} & \ell_{44}
\end{array}\right], \tag{6.21}
\end{align*}
$$

when considering the edge-modified solutions (6.19) and with $\ell_{44}$ as above; and

$$
L_{\mathrm{C}}=\frac{1}{z}\left[\begin{array}{cccc}
-z_{1} & 0 & 0 & 1  \tag{6.22}\\
0 & -z_{1} & 0 & x_{1} \\
z y_{1} & 0 & -z & 0 \\
0 & -\mathbb{G}(-a,-b) \frac{z_{1}}{y} & -\mathbb{G}(-k,-b) \frac{z z_{1}}{y} & \tilde{\ell}_{44}
\end{array}\right],
$$

when considering the edge-modified solutions for $y_{13}$ and where $\tilde{\ell}_{44}=\left(\mathbb{G}(-a,-b) x_{1}\right.$ $\left.+\mathbb{G}(-p,-b) z y_{1}\right) \frac{1}{y}$. The matrix $L_{\mathrm{C}}$ was derived in [35, eq. (95)] using $\tilde{y}_{13}$. All other combinations of (6.18) and (6.19) result in matrices which do not satisfy the defining equation (2.10).

### 6.3.4 Generalized Hietarinta C-4 system

The generalized Hietarinta C-4 system [35] is given by

$$
\begin{align*}
& z y_{1}+x_{1}-x=0, \quad z y_{2}+x_{2}-x=0, \text { and } \\
& y z_{12}-z\left(\frac{\mathcal{G}(p) y_{1} z_{2}-\mathcal{G}(q) y_{2} z_{1}}{z_{1}-z_{2}}\right)-x x_{12}+\frac{1}{4} \mathbb{G}(-a,-b)^{2}=0, \tag{6.23}
\end{align*}
$$

where

$$
\begin{equation*}
\mathcal{G}(\tau):=-\frac{1}{2}(\mathbb{G}(-\tau,-a)+\mathbb{G}(-\tau,-b)) . \tag{6.24}
\end{equation*}
$$

Edge constraint $x_{1}=x-z y_{1}$ yields $x_{3}=x-z y_{3}$. Here,

$$
\begin{align*}
& x_{13}=\frac{x_{3} z_{1}-x_{1} z_{3}}{z_{1}-z_{3}}, \quad y_{13}=\frac{x_{1}-x_{3}}{z_{1}-z_{3}}, \quad \text { and } \\
& z_{13}=\frac{x\left(x_{3} z_{1}-x_{1} z_{3}\right)-z\left(\mathcal{G}(k) y_{3} z_{1}-\mathcal{G}(p) y_{1} z_{3}\right)}{y\left(z_{1}-z_{3}\right)}-\frac{\mathbb{G}(-a,-b)^{2}}{4 y} . \tag{6.25}
\end{align*}
$$

Variants of (6.25) obtained by incorporating edge constraints are

$$
\begin{align*}
& \tilde{x}_{13}=\frac{x\left(z_{1}-z_{3}\right)-z\left(y_{3} z_{1}-y_{1} z_{3}\right)}{z_{1}-z_{3}}, \quad \tilde{y}_{13}=-\frac{z\left(y_{1}-y_{3}\right)}{z_{1}-z_{3}}, \quad \text { and } \\
& \tilde{z}_{13}=\frac{x z\left(y_{1} z_{3}-y_{3} z_{1}\right)-z\left(\mathcal{G}(k) y_{3} z_{1}-\mathcal{G}(p) y_{1} z_{3}\right)}{y\left(z_{1}-z_{3}\right)}+\frac{4 x^{2}-\mathbb{G}(-a,-b)^{2}}{4 y} . \tag{6.26}
\end{align*}
$$

The 3 by 3 Lax matrices and the gauge transformations are given in Table 6. For $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ we take $t=s=\frac{1}{z}$ since $\frac{s t_{2}}{t s_{1}} \doteq \frac{z_{1}}{z_{2}}$.

Table 6: Generalized Hietarinta C-4 system Lax pairs and gauge matrices

| Substitutions $\quad \psi \quad$ Matrices $L$ of Lax pair |
| :--- |
| Writing the edge constraint as $x_{3}=x-z y_{3}$ yields |
| $x_{3}=\frac{x F-z g}{F}, \quad \psi_{\mathrm{a}}=\left[\begin{array}{c}F \\ g \\ h\end{array}\right] \quad L_{\mathrm{a}}=\frac{1}{z}\left[\begin{array}{ccc}-z_{1} & 0 & 1 \\ x-x_{1} & -z & 0 \\ \ell_{31} & \frac{z z_{1}}{y}(x+\mathcal{G}(k)) & \ell_{33}\end{array}\right]$, |
| $y_{3}=\frac{g}{F}, \quad z_{3}=\frac{h}{F}$. |
| with $\ell_{31}=-\frac{z_{1}}{y}\left(x^{2}-\frac{1}{4} \mathbb{G}(-a,-b)^{2}\right), \ell_{33}=\frac{1}{y}\left(x x_{1}-\frac{1}{4} \mathbb{G}(-a,-b)^{2}-\mathcal{G}(p) z y_{1}\right)$. |

Writing the edge constraint as $y_{3}=\frac{x-x_{3}}{z}$ yields

$$
\begin{aligned}
& x_{3}=\frac{f}{F}, \quad z_{3}=\frac{h}{F} \\
& y_{3}=\frac{x F-f}{z F} .
\end{aligned} \quad \psi_{\mathrm{b}}=\left[\begin{array}{c}
F \\
f \\
h
\end{array}\right] \quad L_{\mathrm{b}}=\frac{1}{z}\left[\begin{array}{ccc}
-z_{1} & 0 & 1 \\
0 & -z_{1} & x_{1} \\
\tilde{\ell}_{31} & -\frac{z_{1}}{y}(x+\mathcal{G}(k)) & \tilde{\ell}_{33}
\end{array}\right] .
$$

with $\tilde{\ell}_{31}=\frac{z_{1}}{y}\left(\frac{1}{4} \mathbb{G}(-a,-b)^{2}+\mathcal{G}(k) x\right), \tilde{\ell}_{33}=\frac{1}{y}\left(x x_{1}-\frac{1}{4} \mathbb{G}(-a,-b)^{2}-\mathcal{G}(p) z y_{1}\right)$.
Gauge transformations for $L_{\mathrm{a}}$ and $L_{\mathrm{b}}$ are given by

$$
\begin{aligned}
& L_{\mathrm{b}}=\mathcal{G}_{1} L_{\mathrm{a}} \mathcal{G}^{-1}, \psi_{\mathrm{b}}=\mathcal{G} \psi_{\mathrm{a}}, \quad \mathcal{G}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
L_{\mathrm{a}}=\overline{\mathcal{G}}_{1} L_{\mathrm{b}} \overline{\mathcal{G}}^{-1}, \psi_{\mathrm{a}}=\overline{\mathcal{G}} \psi_{\mathrm{b}}, & -z & 0 \\
0 & 0 & 1
\end{array}\right] \quad \quad \overline{\mathcal{G}}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
\frac{x}{z} & -\frac{1}{z} & 0 \\
0 & 0 & 1
\end{array}\right] . . . . . . . ~
\end{aligned}
$$

where $\overline{\mathcal{G}}=\mathcal{G}^{-1}$.

System (6.23) has the following extended Lax matrices:

$$
L_{\mathrm{A}}=\frac{1}{z}\left[\begin{array}{cccc}
-z_{1} & 0 & 0 & 1  \tag{6.27}\\
0 & -z_{1} & 0 & x_{1} \\
z y_{1} & 0 & -z & 0 \\
\ell_{41} & 0 & \frac{z z_{1}}{y}(x+\mathcal{G}(k)) & \ell_{44}
\end{array}\right]
$$

when considering edge-modified $y_{13}$ and $z_{13}$, and where $\ell_{41}=-\frac{z_{1}}{y}\left(x^{2}-\frac{1}{4} \mathbb{G}(-a,-b)^{2}\right)$ and $\ell_{44}=\frac{1}{y}\left(x^{2}-\frac{1}{4} \mathbb{G}(-a,-b)^{2}-z y_{1}(x+\mathcal{G}(p))\right)$;

$$
L_{\mathrm{B}}=\frac{1}{z}\left[\begin{array}{cccc}
-z_{1} & 0 & 0 & 1  \tag{6.28}\\
-x z_{1} & 0 & z z_{1} & x-z y_{1} \\
z y_{1} & 0 & -z & 0 \\
\ell_{41} & 0 & \frac{z z_{1}}{y}(x+\mathcal{G}(k)) & \ell_{44}
\end{array}\right]
$$

by taking the edge-modified expression of (6.26), with $\ell_{41}$ and $\ell_{44}$ as above; and

$$
L_{\mathrm{C}}=\frac{1}{z}\left[\begin{array}{cccc}
-z_{1} & 0 & 0 & 1  \tag{6.29}\\
0 & -z_{1} & 0 & x_{1} \\
z y_{1} & 0 & -z & 0 \\
\frac{z_{1} \mathbb{G}(-a,-b)^{2}}{4 y} & -\frac{x z_{1}}{y} & \frac{z z_{1}}{y} \mathcal{G}(k) & \tilde{\ell}_{44}
\end{array}\right]
$$

when using the edge-modified expression for $y_{13}$ and with $\tilde{\ell}_{44}=\frac{1}{y}\left(x x_{1}-\frac{1}{4} \mathbb{G}(-a,-b)^{2}-\right.$ $\left.\mathcal{G}(p) z y_{1}\right)$. All other combinations of (6.25) and (6.26) result in matrices that fail to satisfy the defining equation (2.10).

## 7 Software implementation and conclusions

The method to find Lax pairs of $\mathrm{P} \Delta$ Es based on multi-dimensional consistency is being implemented in Mathematica. Using our prototype Mathematica package [8] we derived Lax matrices of minimal sizes for various Boussinesq-type equations. In turn, the research done for this chapter helped us improve and extend the capabilities of the software under development [11].

The way we symbolically compute (and verify) Lax pairs might slightly differ from the procedure used by other authors (by hand or interactively with a computer algebra system). Indeed, for a system of $\mathrm{P} \Delta \mathrm{Es}$, the software generates all equations (and solutions) necessary to define a full face of the quadrilateral. That is, for a system of $\mathrm{P} \Delta E$ Es including full-face expressions (involving at least 3 corners of the quadrilateral) and edge equations (involving two adjacent corners of the quadrilateral), the software will first augment the given system with the additional edge equations necessary to complete the set of equations for a particular face of the cube. For example, the Schwarzian Boussinesq system (1.4) discussed in Section 1.4 is augmented with two additional edge equations,

$$
\begin{equation*}
z_{2} y_{12}-x_{12}+x_{2}=0, \quad z_{1} y_{12}-x_{12}+x_{1}=0 \tag{7.1}
\end{equation*}
$$

to generate the full set of equations for the front face of the cube. Then, using lexicographical ordering ( $x \prec y \prec z$ ) and an index ordering (double-subscripts $\prec$ no-subscripts $\prec$ single-subscripts), the software solves (1.4) and (7.1) yielding

$$
\begin{align*}
x_{12} & =\frac{x_{2} z_{1}-x_{1} z_{2}}{z_{1}-z_{2}}, \quad y_{12}=\frac{x_{2}-x_{1}}{z_{1}-z_{2}}, \quad z_{12}=\frac{z}{y}\left(\frac{p y_{1} z_{2}-q y_{2} z_{1}}{z_{1}-z_{2}}\right), \text { with }  \tag{7.2a}\\
x & =x_{1}-z y_{1}, \quad \text { and } z=\frac{x_{1}-x_{2}}{y_{1}-y_{2}} . \tag{7.2b}
\end{align*}
$$

This process is then repeated for the left and bottom faces of the cube, always substituting solutions such as (7.2) to enforce consistency and remove redundancies.

The complete front-corner system (i.e., front, left and bottom faces connected at corner $\mathbf{x}$, see Fig. 3) is used to simplify the Lax equation when a Lax pair is finally tested. If all works as planned, the evaluation of the Lax equation then automatically results in a zero matrix.

For verification of consistency about the cube, the equations for the faces connected at the back-corner (where $\mathbf{x}_{123}$ is located as shown in Fig. 3) are computed and then solved (adhering to the above ordering). Next, these solutions are then checked for consistency with the front-corner system. Finally, if the system is 3D consistent, the multiple expressions obtained for $\mathbf{x}_{123}$ should be equal when reduced using (7.2) augmented with like equations for $\mathbf{x}_{13}$ and $\mathbf{x}_{23}$.

Why would one care about different Lax matrices, in particular, if they are gauge equivalent? In the PDE case, application of the IST is easier if one selects a Lax pair of a specific form (i.e., the eigenvalues should appear in the diagonal entries), chosen from the infinite number of gauge equivalent pairs. Thus, for the KdV equation one may prefer to work with (2.8) instead of (2.4). Similar issues arise for $\mathrm{P} \Delta \mathrm{Es}$. Among the family of gauge-equivalent Lax matrices for $\mathrm{P} \Delta \mathrm{Es}$, which one should be selected so that, for example, the IST or staircase method [33] could be applied? (The latter method is used to find first integrals for periodic reductions of integrable $\mathrm{P} \Delta \mathrm{Es}$ ). In addition, one has to select an appropriate (separation) factor $t\left(\mathbf{x}, \mathbf{x}_{1} ; p, k\right)$ (see Sec. 3.1.1). These issues are not addressed in this chapter for they require further study.
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