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Abstract—Smartphones are programmable and equipped with a set of cheap but powerful embedded sensors, such as accelerometer, digital compass, gyroscope, GPS, microphone, and camera. These sensors can collectively monitor a diverse range of human activities and the surrounding environment. Crowdsensing is a new paradigm which takes advantage of the pervasive smartphones to sense, collect, and analyze data beyond the scale of what was previously possible. With the crowdsensing system, a crowdsourcer can recruit smartphone users to provide sensing service. Existing crowdsensing applications and systems lack good incentive mechanisms that can attract more user participation. To address this issue, we design incentive mechanisms for crowdsensing. We consider two system models: the crowdsourcer-centric model where the crowdsourcer provides a reward shared by participating users, and the user-centric model where users have more control over the payment they will receive. For the crowdsourcer-centric model, we design an incentive mechanism using a Stackelberg game, where the crowdsourcer is the leader while the users are the followers. We show how to compute the unique Stackelberg Equilibrium, at which the utility of the crowdsourcer is maximized, and none of the users can improve its utility by unilaterally deviating from its current strategy. For the user-centric model, we design an auction-based incentive mechanism, which is computationally efficient, individually rational, profitable, and truthful. Through extensive simulations, we evaluate the performance and validate the theoretical properties of our incentive mechanisms.
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1. INTRODUCTION

The past few years have witnessed the proliferation of smartphones in people’s daily lives. With the advent of 4G networks and more powerful processors, the needs for laptops in particular have begun to fade. Smartphone sales passed PCs for the first time in the final quarter of 2010 [13]. According to the International Data Corporation (IDC), there were more than 1.3 billion smartphones shipped worldwide in 2014 [17]. It is estimated that the smartphone users worldwide will total 2.5 billion in 2015 [41].

Nowadays, smartphones are programmable and equipped with a set of cheap but powerful embedded sensors, such as accelerometer, digital compass, gyroscope, GPS, microphone, and camera. These sensors can collectively monitor a diverse range of human activities and the surrounding environment. Smartphones are undoubtedly revolutionizing many sectors of our life, including social networks, environmental monitoring, business, healthcare, and transportation [21].

If all the smartphones on the planet together constitute a single sensing network, it would form the largest sensing network ever. One can leverage millions of personal smartphones and a near-pervasive wireless network infrastructure to sense, collect, and analyze data far beyond the scale of what was possible before, without the need to deploy thousands of static sensors. This new paradigm is commonly referred as crowdsensing.

Realizing the great potential of crowdsensing, many researchers have developed various applications and systems, such as Sensorly [36] for making cellular/WiFi network coverage maps, Nericell [27] and VTrack [42] for providing traffic information, PIER [28] for calculating personalized environmental impact and exposure, and Ear-Phone [33] for creating noise maps. For more details on crowdsensing applications, we refer interested readers to the survey paper [21].

Fig. 1. Crowdsensing system

In the crowdsensing system, as shown in Fig. 1, there is a crowdsourcer and a large group of smartphone users connected with the crowdsourcer via the cloud. These smartphone users act as sensing service providers. The crowdsourcer recruits smartphone users to provide sensing services.

Although there are many applications and systems based on crowdsensing [27, 28, 33, 36, 42], most of them require voluntary participation. While participating in a crowdsensing task, smartphone users consume their own resources such as battery and computing power. In addition, users also expose themselves to potential privacy threats by sharing their sensed data with location tags. Therefore a user would not be interested in participating in crowdsensing, unless it receives a satisfying reward to compensate its resource consumption and potential privacy breach. Without adequate user participation, it is impossible for the crowdsensing applications to achieve good service quality, since sensing services are truly dependent on users’ sensed data. While many researchers have developed
different crowdsensing applications [8, 22], they either do not consider the design of incentive mechanisms or have neglected some critical properties of incentive mechanisms. To fill this void, we design several incentive mechanisms to motivate users to participate in crowdsensing applications.

We consider two types of incentive mechanisms for a crowdsensing system: crowdsourcer-centric incentive mechanisms and user-centric incentive mechanisms. In a crowdsourcer-centric incentive mechanism, the crowdsourcer has the absolute control over the total payment to users, and users can only tailor their actions to cater for the crowdsourcer. Whereas in a user-centric incentive mechanism, the roles of the crowdsourcer and users are reversed. To assure itself of the bottom-line benefit, each user announces a reserve price, the lowest price at which it is willing to sell a service. The crowdsourcer then selects a subset of users and pay each of them an amount that is no lower than the user’s reserve price.

A. Summary of Key Contributions
The following is a list of our main contributions.

- We design incentive mechanisms for crowdsensing, a new sensing paradigm that takes advantage of the pervasive smartphones to scale up the sensed data collection and analysis to a level of what was previously impossible.
- We consider two system models from two different perspectives: the crowdsourcer-centric model where the crowdsourcer provides a fixed reward to participating users, and the user-centric model where users can have their reserve prices for the sensing service.
- For the crowdsourcer-centric model, we design an incentive mechanism using a Stackelberg game. We present an efficient algorithm to compute the unique Stackelberg Equilibrium, at which the utility of the crowdsourcer is maximized, and none of the users can improve its utility by unilaterally deviating from its current strategy.
- For the user-centric model, we design an auction-based incentive mechanism, which is computationally efficient, individually-rational, profitable, and truthful.

B. Paper Organization
The remainder of this paper is organized as follows. We first discuss related work in Section 2. In Section 3, we describe the crowdsensing system models, including both the crowdsourcer-centric model and the user-centric model. We then present our incentive mechanisms for these two models in Sections 4 and 5, respectively. We evaluate the performance in Section 6. We conclude this paper in Section 7.

2. Related Work
As one of the first papers, SenseMart [5] discussed the issue of incentives in the design of sensing data exchange mechanisms and raised several challenging questions. There are some studies on design recruitment/incentive mechanisms for participatory sensing, which is similar to crowdsensing [8, 11, 22, 26]. In [34], Reddy et al. developed recruitment frameworks to enable the crowdsourcer to identify well-suited participants for sensing services. However, they focused only on the user selection, not the incentive mechanism design. In [8], Danezis et al. developed a sealed-bid second-price auction to motivate user participation. However, the utility of the crowdsourcer was neglected in the design of the auction. In [22], Lee and Hoh designed and evaluated a reverse auction based dynamic price incentive mechanism, where users can sell their sensed data to the service provider with users’ claimed bid prices. However, the authors failed to consider the truthfulness in the design of the mechanism. In [11], Duan et al. studied two applications, data acquisition and distributed computing. For data acquisition, they considered a threshold revenue model, where a certain number of smartphone users are required to successfully build the data base. The total reward is shared equally among all participating users. For distributed computing, they designed a contract-based mechanism to decide different task-reward combinations for heterogeneous users. In addition to incentives, Li and Cao [23] considered the privacy protection in the incentive mechanism design. Different objectives have also been considered. For example, Koutsopoulos [19] developed a randomized incentive mechanism to minimize the total payment to the participating users while guaranteeing certain quality of service level. Assuming that the cost distribution is known, Luo et al. [26] designed an all-pay auction based incentive mechanism such that the expected profit is maximized and the individual rationality is satisfied. The aforementioned mechanisms are all off-line, the authors in [48] and [50] designed online incentive mechanisms where the crowdsourcer makes decisions instantly upon the user’s arrival. In this paper, we do not require the knowledge of the cost distribution, and focus on designing deterministic off-line incentive mechanisms.

Through experiments with real data, Musthag et al. [29] empirically compared three different incentive mechanisms and revealed several interesting observations which are beneficial for designing incentive mechanisms with low-cost, high compliance, and high data quality. All the studied mechanisms assume that users’ decisions are independent of each other and do not affect others’ received rewards. However, the focus of this paper is on designing incentive mechanisms while considering users’ strategic decisions.

There are also many studies investigating the incentive issues in a broader area, crowdsourcing [16, 18, 31, 40, 49]. Zhang and van der Schaar [49] proposed reputation-based incentive mechanisms for crowdsourcing, where participants will earn reputations upon the completion of a task. However, Silberman et al. [38] showed the importance of monetary reward compared to other incentives in the crowdsourcing system, as most participants report that they do not take crowdsourcing tasks for fun or kill time. Kamar and Horvitz [18] designed incentive mechanisms for consensus tasks that have correct answers to incentivize users for reporting true information. They introduced a novel payment rule, called consensus prediction rule, for evaluating the users’ reports in order to determine the payments. Nath et al. [31] focused on incentive mechanisms design to minimize the total cost or minimize the total time for executing the task. However, they considered sybilproofness, budget balance, contribution rationality, collapse-proofness,
but not truthfulness. Goel et al. [16] developed a truthful mechanism, TM-Uniform, for crowdsourcing markets with a budget constraint. They proved that TM-Uniform is budget feasible, individually rational, truthful, and is 3-approximate compared to the optimum solution. However, they assumed that each user is only allowed to work on one task. Therefore, the task assignment process is basically a matching between tasks and users. Using a different approach, Singla and Krause [40] presented a novel, no-regret posted price mechanism in stochastic online settings. Different from our models, in a stochastic online setting, users arrive one at a time, and the system needs to make the decision about the user selection and payment while users are arriving.

Incentive mechanism design was also studied for other networking problems, such as spectrum trading [15, 43, 46, 52], routing [51], and cooperative communications [3, 44]. However none of them can be directly applied to crowdsensing applications, as they all considered properties specifically pertain to the studied problems. Note that the Stackelberg game model in [3] is similar to our crowdsourcer-centric model, but consists of multiple leaders and multiple Stackelberg equilibria.

Incentive mechanisms applied to online settings are also studied in the multi-crowdsourder model [3], to be elaborated in Section 5.2. The multi-crowdsourder model might be studied using the similar approach as in [6, 47]. The crowdsourcer first publicizes the sensing tasks. Assume that there is a set \( \mathcal{U} = \{1, 2, \ldots, n\} \) of smartphone users interested in participating in crowdsensing after reading the sensing task description, where \( n \geq 2 \). A user participating in crowdsensing will incur a cost, to be elaborated later. Therefore it expects a payment in return for its service. Taking cost and payment into consideration, each user makes its own sensing plan, which could be the sensing time or the reserve price for selling its sensed data, and submits it to the crowdsourcer. After collecting the sensing plans from users, the crowdsourcer computes the payment for each user and sends the payments to the users. The chosen users will conduct the sensing tasks and send the sensed data to the crowdsourcer. This completes the crowdsensing process.

The crowdsourcer is only interested in maximizing its own utility. Since smartphones are owned by different individuals, it is reasonable to assume that users are selfish but rational. Hence each user only wants to maximize its own utility, and will not participate in crowdsensing unless there is sufficient incentive. The focus of this paper is on the design of incentive mechanisms that are simple, scalable, and have provably good properties. Other issues in the design and implementation of the whole crowdsensing system is out of the scope of this paper. Please refer to MAUI [7] for energy saving issues, PRISM [9] for application developing issues, and PEPSI [10] and TP [35] for privacy issues.

We study two models: crowdsourcer-centric and user-centric. In the crowdsourcer-centric model, the sensing plan of an interested user is in the form of its sensing time. A user participating in crowdsensing will earn a payment that is no lower than its cost. However, it needs to compete with other users for a fixed total payment. In the user-centric model, each user asks for a price for its service. If selected, the user will receive a payment that is no lower than its asked price. Unlike the crowdsourcer-centric model, the total payment is not fixed for the user-centric model. Hence, the users have more control over the payment in the user-centric model.

These two models address two different but complementary scenarios. The crowdsourcer-centric model is for the scenario where users’ contribution to the crowdsensing application can be modeled as a continuous variable. Whereas, the user-centric model is for the scenario where the whole crowdsensing task can be divided into small individual tasks.

Table I lists frequently used notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{U}, \mathcal{U}_{-i} )</td>
<td>set of users and set of users except user ( i )</td>
</tr>
<tr>
<td>( n )</td>
<td>number of users</td>
</tr>
<tr>
<td>( R )</td>
<td>reward of the crowdsourcer</td>
</tr>
<tr>
<td>( t_i, t_{-i} )</td>
<td>sensing time/strategy of user ( i ), strategy profile of all users</td>
</tr>
<tr>
<td>( \kappa_i )</td>
<td>strategy profile excluding user ( i )’s strategy cost unit of user ( i )</td>
</tr>
<tr>
<td>( \beta_i(t_{-i}) )</td>
<td>best response of user ( i ) given ( t_{-i} ) utility function of user ( i ) and the crowdsourcer in the crowdsourcer-centric model</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>system parameter in ( u_0 )</td>
</tr>
<tr>
<td>( \Gamma, \Gamma_i, \tau_j )</td>
<td>set of tasks, set of user ( i )’s tasks and task</td>
</tr>
<tr>
<td>( m )</td>
<td>number of tasks</td>
</tr>
<tr>
<td>( \nu_j )</td>
<td>value of task ( \tau_j )</td>
</tr>
<tr>
<td>( c_i, h_i )</td>
<td>cost and bid of user ( i )</td>
</tr>
<tr>
<td>( S )</td>
<td>set of selected users</td>
</tr>
<tr>
<td>( p_i )</td>
<td>payment to user ( i )</td>
</tr>
<tr>
<td>( v(S) )</td>
<td>total value of the tasks by ( S )</td>
</tr>
<tr>
<td>( u_i, u_0 )</td>
<td>utility function of user ( i ) and the crowdsourcer in the user-centric model</td>
</tr>
</tbody>
</table>

### 3. System Model and Problem Formulation

We use Fig. 1 to aid our description of the crowdsensing system. The system consists of a crowdsourcer, which resides in the cloud and consists of multiple sensing servers, and many smartphone users, which are connected to the crowdsourcer via the cloud. As a potential future direction, the multi-crowdsourder model might be studied using the similar approach as in [6, 47]. The crowdsourcer first publicizes the sensing tasks. Assume that there is a set \( \mathcal{U} = \{1, 2, \ldots, n\} \) of smartphone users interested in participating in crowdsensing after reading the sensing task description, where \( n \geq 2 \). A user participating in crowdsensing will incur a cost, to be elaborated later. Therefore it expects a payment in return for its service. Taking cost and payment into consideration, each user makes its own sensing plan, which could be the sensing time or the reserve price for selling its sensed data, and submits it to the crowdsourcer. After collecting the sensing plans from users, the crowdsourcer computes the payment for each user and sends the payments to the users. The chosen users will conduct the sensing tasks and send the sensed data to the crowdsourcer. This completes the crowdsensing process.

The crowdsourcer is only interested in maximizing its own utility. Since smartphones are owned by different individuals, it is reasonable to assume that users are selfish but rational. Hence each user only wants to maximize its own utility, and will not participate in crowdsensing unless there is sufficient incentive. The focus of this paper is on the design of incentive mechanisms that are simple, scalable, and have provably good properties. Other issues in the design and implementation of the whole crowdsensing system is out of the scope of this paper. Please refer to MAUI [7] for energy saving issues, PRISM [9] for application developing issues, and PEPSI [10] and TP [35] for privacy issues.

We study two models: crowdsourcer-centric and user-centric. In the crowdsourcer-centric model, the sensing plan of an interested user is in the form of its sensing time. A user participating in crowdsensing will earn a payment that is no lower than its cost. However, it needs to compete with other users for a fixed total payment. In the user-centric model, each user asks for a price for its service. If selected, the user will receive a payment that is no lower than its asked price. Unlike the crowdsourcer-centric model, the total payment is not fixed for the user-centric model. Hence, the users have more control over the payment in the user-centric model.

These two models address two different but complementary scenarios. The crowdsourcer-centric model is for the scenario where users’ contribution to the crowdsensing application can be modeled as a continuous variable. Whereas, the user-centric model is for the scenario where the whole crowdsensing task can be divided into small individual tasks.

Table I lists frequently used notations.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathcal{U}, \mathcal{U}_{-i} )</td>
<td>set of users and set of users except user ( i )</td>
</tr>
<tr>
<td>( n )</td>
<td>number of users</td>
</tr>
<tr>
<td>( R )</td>
<td>reward of the crowdsourcer</td>
</tr>
<tr>
<td>( t_i, t_{-i} )</td>
<td>sensing time/strategy of user ( i ), strategy profile of all users</td>
</tr>
<tr>
<td>( \kappa_i )</td>
<td>strategy profile excluding user ( i )’s strategy cost unit of user ( i )</td>
</tr>
<tr>
<td>( \beta_i(t_{-i}) )</td>
<td>best response of user ( i ) given ( t_{-i} ) utility function of user ( i ) and the crowdsourcer in the crowdsourcer-centric model</td>
</tr>
<tr>
<td>( \lambda )</td>
<td>system parameter in ( u_0 )</td>
</tr>
<tr>
<td>( \Gamma, \Gamma_i, \tau_j )</td>
<td>set of tasks, set of user ( i )’s tasks and task</td>
</tr>
<tr>
<td>( m )</td>
<td>number of tasks</td>
</tr>
<tr>
<td>( \nu_j )</td>
<td>value of task ( \tau_j )</td>
</tr>
<tr>
<td>( c_i, h_i )</td>
<td>cost and bid of user ( i )</td>
</tr>
<tr>
<td>( S )</td>
<td>set of selected users</td>
</tr>
<tr>
<td>( p_i )</td>
<td>payment to user ( i )</td>
</tr>
<tr>
<td>( v(S) )</td>
<td>total value of the tasks by ( S )</td>
</tr>
<tr>
<td>( u_i, u_0 )</td>
<td>utility function of user ( i ) and the crowdsourcer in the user-centric model</td>
</tr>
</tbody>
</table>

### A. Crowdsourcer-Centric Model

In this model, there is only one sensing task. The crowdsourcer announces a total reward \( R > 0 \), motivating \( n \) users to participate in crowdsensing, while each user decides its level of participation based on the reward.

The sensing plan of user \( i \) is represented by \( t_i \geq 0 \), the time duration it is willing to provide the sensing service. We assume that each participating user is available during the task, and all times in this period are equally valuable to the crowdsourcer. Our results can be easily extended to the model where the crowdsourcer weighs users’ data differently. By setting \( t_i = 0 \), user \( i \) indicates that it will not participate in crowdsensing. The sensing cost of user \( i \) is \( \kappa_i t_i \), where \( \kappa_i \in \Theta \) is its unit cost, and \( \Theta = \{\theta_1, \theta_2, \ldots, \theta_l\} \) is the set of unit costs. We assume that the crowdsourcer knows \( \Theta \) and the probability distribution of users with unit cost \( \theta_j \) for each \( \theta_j \in \Theta \). This can be learnt from analyzing the historical data. Let \( n_j \) denote the number of users with unit cost \( \theta_j \) for each \( \theta_j \in \Theta \). Thus \( n = \sum_{\theta_j \in \Theta} n_j \). Assume that the reward received by user \( i \) is proportional to

\[ \text{expected utility of user } i = R - \text{cost of user } i. \]
Then the utility of user \( i \) is
\[
\hat{u}_i = \frac{t_i}{\sum_{j \in \mathcal{U}} t_j} R - t_i \kappa_i,
\]  
(3.1)
i.e., reward minus cost. Note that our results do not straightforwardly extend to the nonlinear cost functions. Based on the above user utility function, all users with the same unite cost would choose the same sensing plan. The utility of the crowdsourcer is
\[
\hat{u}_0 = g(\hat{t}_1, \hat{t}_2, \ldots, \hat{t}_i; n_1, n_2, \ldots, n_l) - R,
\]  
(3.2)
where \( \hat{t}_j \) is the sensing time of users with unit cost \( \theta_j \) for each \( \theta_j \in \Theta \), and \( g(\hat{t}_1, \hat{t}_2, \ldots, \hat{t}_i; n_1, n_2, \ldots, n_l) \) is the crowdsourcer’s valuation function of users’ sensing time. We will later show that users with the same unit cost choose the same sensing time, i.e., \( t_i = t_j \) if \( \kappa_i = \kappa_j \). We assume that \( g(0, \ldots, 0; 0, \ldots, 0) = 0 \) and \( g(\hat{t}_1, \hat{t}_2, \ldots, \hat{t}_i; n_1, n_2, \ldots, n_l) \) is a strictly concave function in variables \( \hat{t}_1, \hat{t}_2, \ldots, \hat{t}_i \) for any fixed \( n_1, n_2, \ldots, n_l \) and also monotonically increasing in each \( \hat{t}_j \) for each \( \theta_j \in \Theta \). This assumption is realistic and general, which has been adopted in the literature \([24, 25]\).

Under this model, the objective of the crowdsourcer is to decide the optimal value of \( R \) so as to maximize (3.2), while each user \( i \in \mathcal{U} \) selfishly decides its sensing time \( t_i \) to maximize (3.1) for the given value of \( R \). Since no rational user is willing to provide service for a negative utility, user \( i \) shall set \( t_i = 0 \) when \( R \leq \kappa_i \sum_{j \in \mathcal{U}} t_j \).

### B. User-Centric Model

In this model, the crowdsourcer announces a set \( \Gamma = \{\tau_1, \tau_2, \ldots, \tau_m\} \) of tasks for the users to select. Each \( \tau_j \in \Gamma \) has a value \( v_j > 0 \) to the crowdsourcer. Each user \( i \) selects a subset of tasks \( \Gamma_i \subseteq \Gamma \) based on its preference. Accordingly, user \( i \) also has an associated cost \( c_i \), which is private and only known to itself. User \( i \) then submits the task-bid pair \((\Gamma_i, b_i)\) to the crowdsourcer, where \( b_i \), called user \( i \)’s bid, is the reserve price user \( i \) wants to sell its task profile for. Note that it is possible that \( \Gamma_i \cap \Gamma_j \neq \emptyset \) for two users \( i \) and \( j \). This is because users select their task set based on their own schedules and arrangements. Take the Cellular Signal Coverage application \([36]\) as an example, where the tasks are to measure the cellular signals around specific locations. Users may select their sets of tasks based on their daily routes from home to work. Upon receiving the task-bid pairs from all the users, the crowdsourcer selects a subset \( \mathcal{S} \) of users as winners and determines the payment \( p_i \) for each winning user \( i \). The utility of user \( i \) is
\[
\hat{u}_i = \begin{cases} 
p_i - c_i, & \text{if } i \in \mathcal{S}, \\
0, & \text{otherwise}.
\end{cases}
\]  
(3.3)
The utility of the crowdsourcer is
\[
\hat{u}_0 = v(\mathcal{S}) - \sum_{i \in \mathcal{S}} p_i,
\]  
(3.4)
where \( v(\mathcal{S}) = \sum_{\tau_j \in \cup_{i \in \mathcal{S}} \Gamma_i} v_j \). The union operation on the task sets is to avoid duplications. Note that \( v(\mathcal{S}) \) can be generalized to other functions, as shown in Section 5.

### 4. Incentive Mechanism for Crowdsourcer-Centric Model

We model the crowdsourcer-centric incentive mechanism as a Stackelberg game \([14]\), which we call the IMCC game. There are two stages in this mechanism: In the first stage, the crowdsourcer announces its reward \( R \); in the second stage, each user strategizes its sensing time to maximize its own utility. Therefore the crowdsourcer is the leader and the users are the followers in this Stackelberg game. Meanwhile, both the crowdsourcer and the users are players. The strategy of the crowdsourcer is its reward \( R \). The strategy of user \( i \) is its working time \( t_i \). Let \( t = (t_1, t_2, \ldots, t_n) \) denote the strategy profile consisting of all users’ strategies. Let \( t^- \), denote the strategy profile excluding \( t_i \). As a notational convention, we write \( t = (t_1, t^-) \). Note that this incentive mechanism is similar to the lottery-based mechanisms in \([24, 25]\). The difference lies in the assumption that a large number of users are considered and thus each user’s strategy is negligible comparing to the total strategy. In addition, the objective in \([24, 25]\) is to choose the mechanism parameters to achieve the socially optimal level. While in our model, the crowdsourcer is only interested in maximizing its own utility.

Note that the second stage of the IMCC game can be considered a non-cooperative game, which we call the Sensing Time Determination (STD) game. Given the IMCC game formulation, we are interested in the following questions:

Q1: For a given reward \( R \), is there a set of stable strategies in the STD game such that no user has anything to gain by unilaterally changing its current strategy?

Q2: If the answer to Q1 is affirmative, is the stable strategy set unique? When it is unique, users will be guaranteed to select the strategies in the same stable strategy set.

Q3: How can the crowdsourcer select the value of \( R \) to maximize its utility in (3.2)?

The stable strategy set in Q1 corresponds to the concept of Nash Equilibrium (NE) in game theory \([14]\).

**Definition 1 (Nash Equilibrium):** A set of strategies \((t^ne_1, t^ne_2, \ldots, t^ne_n)\) is a Nash Equilibrium of the STD game if for any user \( i \),
\[
\hat{u}_i(t^ne_i, t^-) \geq \hat{u}_i(t_i, t^-),
\]
for any $t_j \geq 0$, where $\bar{u}_i$ is defined (3.1).

The existence of an NE is important, since an NE strategy profile is stable (no player has an incentive to make a unilateral change) whereas a non-NE strategy profile is unstable. The uniqueness of NE enables the crowdsourcer to predict the behaviors of the users and thus to select the optimal value of $R$. Therefore the answer to Q3 depends heavily on those to Q1 and Q2. The optimal solution computed in Q3 together with the NE of the STD game constitutes a solution to the IMCC game, called Stackelberg Equilibrium.

In Section 4-A, we prove that for any given $R > 0$, the STD game has a unique NE, and present an efficient algorithm for computing the NE. In Section 4-B, we prove that the IMCC game has a unique Stackelberg Equilibrium, and present an efficient algorithm for computing it.

A. User Sensing Time Determination

We first introduce the concept of best response strategy.

**Definition 2 (Best Response Strategy):** Given $t_{-i}$, a strategy is user $i$’s best response strategy, denoted by $\beta_i(t_{-i})$, if it maximizes $\bar{u}_i(t_i, t_{-i})$ over all $t_i \geq 0$.

Based on the definition of NE, every user is playing its best response strategy in an NE. From (3.1), we know that $t_i \leq \frac{R}{\kappa_i}$ because $\bar{u}_i$ will be negative otherwise. To study the best response strategy of user $i$, we compute the derivatives of $\bar{u}_i$ with respect to $t_i$:

$$\frac{\partial \bar{u}_i}{\partial t_i} = \frac{-Rt_i}{(\sum_{j \in U \setminus i} t_j)^2} + \frac{R}{\sum_{j \in U \setminus i} t_j} - \kappa_i, \quad (4.1)$$

$$\frac{\partial^2 \bar{u}_i}{\partial t_i^2} = -2R \frac{\sum_{j \in U \setminus i} t_j}{(\sum_{j \in U \setminus i} t_j)^3} < 0. \quad (4.2)$$

Since the second-order derivative of $\bar{u}_i$ is negative, the utility $\bar{u}_i$ is a strictly concave function in $t_i$. Hence given any $R > 0$ and any strategy profile $t_{-i}$ of the other users, the best response strategy $\beta_i(t_{-i})$ of user $i$ is unique, if it exists. If the strategy of all other user $j \neq i$ is $t_j = 0$, then user $i$ does not have a best response strategy, as it can have a utility arbitrarily close to $R$, by setting $t_i$ to a sufficiently small positive number. Thus we are only interested in the case when $\sum_{j \in U \setminus i} t_j > 0$.

Setting the first derivative of $\bar{u}_i$ to $0$, we have

$$t_i = \frac{R \sum_{j \in U \setminus i} t_j}{\kappa_i} - \sum_{j \in U \setminus i} t_j. \quad (4.3)$$

Solving for $t_i$ in (4.3), we obtain

$$\beta_i(t_{-i}) = \begin{cases} 0, & \text{if } R \leq \kappa_i \sum_{j \in U \setminus i} t_j; \\ \sqrt{\frac{R \sum_{j \in U \setminus i} t_j}{\kappa_i}} - \sum_{j \in U \setminus i} t_j, & \text{otherwise}. \end{cases} \quad (4.4)$$

If the RHS (right hand side) of (4.4) is positive, it is also the best response strategy of user $i$, due to the concavity of $\bar{u}_i$. If the RHS of (4.4) is less than or equal to $0$, then user $i$ does not participate in the crowdsensing by setting $t_i = 0$ (to avoid a deficit). Hence we have

These analyses lead to the following algorithm for computing an NE of the SDT game.

**Algorithm 1:** Computation of the NE

```plaintext
1. Sort the unit costs in $\Theta$, $\theta_1 < \theta_2 < \ldots < \theta_l$;
2. $\Theta_w \leftarrow \emptyset$;
3. Let $j \in [1, l]$ be the smallest such that $\sum_{k=1}^j n_k \geq 2$;
4. $j \leftarrow j + 1$;
5. while $j \leq l$ and $\theta_j < \theta_{\frac{\sum_{k=1}^{j-1} n_k \theta_k}{\sum_{k=1}^j n_k \theta_k}}$ do
6. if $n_j > 0$ then $\Theta_w \leftarrow \Theta_w \cup \{\theta_j\}$;
7. $j \leftarrow j + 1$;
8. end
9. $n_0 \leftarrow \sum_{k \in \Theta_w} n_k$;
10. foreach $\theta_j \in \Theta_w$ do
11. $\bar{t}_j = \frac{\left(n_j \theta_j - \left(\sum_{k=1}^{j-1} n_k \theta_k\right) \kappa_j\right)}{\sum_{k \in \Theta_w} n_k \theta_k}$;
12. endforeach
13. $S \leftarrow \{i| \kappa_i \in \Theta_w\}$;
14. foreach $i \in U$ do
15. if $i \in S$ then $t_{i}^{ne} = \bar{t}_j$, such that $\kappa_i = \theta_j$;
16. else $t_{i}^{ne} = 0$;
17. endforeach
18. return $t^{ne} = (t_1^{ne}, t_2^{ne}, \ldots, t_n^{ne})$;
```

**Remark:** The crowdsourcer needs to compute only $\Theta_w$ (Lines 1–12). The rest of Algorithm 1 (Lines 13–18) is for the purpose of proving the existence and uniqueness of the NE. In addition, essentially, $t_i^{ne} = \left(\frac{(\sum_{j=1}^{i-1} n_j R_s \kappa_j}{\sum_{k=1}^{i-1} n_k \theta_k}) \kappa_j\right)$ for any $i \in S$ by substituting $\theta_k$ with corresponding $\kappa_j$ in $t_j$.

The following theorem shows that Algorithm 1 computes the unique NE of the STD game.

**Theorem 1:** Let $R > 0$ be given. Let $\bar{t} = (\bar{t}_1, \bar{t}_2, \ldots, \bar{t}_n)$ be the strategy profile of an NE for the STD game, and let $S = \{i \in U | t_i > 0\}$. We have

1. $|S| > 2$.
2. $\bar{t}_i = \begin{cases} 0, & \text{if } i \notin S; \\ \frac{(\sum_{j=1}^{i-1} n_j R_s \kappa_j}{\sum_{k=1}^{i-1} n_k \theta_k}) \kappa_j, & \text{otherwise}. \end{cases}$
3. if $\kappa_q \leq \max_{j \in S} \kappa_j$, then $q \in S$.
4. Assume that the users are ordered such that $\kappa_1 \leq \kappa_2 \leq \cdots \leq \kappa_n$. Let $h$ be the largest integer in $[2, n]$ such that $\kappa_h < \frac{\sum_{k=1}^h \kappa_k}{h}$. Then $S = \{1, 2, \ldots, h\}$.

These statements imply that Algorithm 1 computes the unique NE of the STD game. In addition, the time complexity of Algorithm 1 is $O(n \log n)$.

**Proof:** We first prove 1). Assume that $\Theta \geq 0$. User 1 can increase its utility from 0 to $\frac{R}{\kappa_1}$ by unilaterally changing its sensing time from 0 to $\frac{R}{\kappa_1}$, contradicting the NE assumption. This proves that $|S| > 1$. Now assume that $|S| = 1$. Let $i_0$ be the current utility of user $i$ is $R - \bar{t}_k \theta_i$. User $k$ can increase its utility by unilaterally changing its sensing time from $\bar{t}_k$ to $\frac{R}{\kappa_k}$, again contradicting the NE assumption. Therefore $|S| \geq 2$.

We next prove 2). Let $n_0 = |S|$. Since we already proved that $n_0 \geq 2$, we can use the analysis of (4.3) at the beginning.
of this section, with $t$ replaced by $\tilde{t}$, and $S$ replaced by $\tilde{S}$. Considering that $\sum_{j \in \tilde{S}} \tilde{t}_j = \sum_{j \in \tilde{S}} \tilde{t}_j$, we have

$$\frac{-R \tilde{t}_i}{(\sum_{j \in \tilde{S}} \tilde{t}_j)^2} + \frac{R}{\sum_{j \in \tilde{S}} \tilde{t}_j} - \kappa_i = 0, \quad i \in \tilde{S}. \quad (4.6)$$

Summing up (4.6) over the users in $\tilde{S}$ leads to $n_0 R - R = \sum_{j \in \tilde{S}} \tilde{t}_j \cdot \sum_{j \in \tilde{S}} \kappa_j$. Therefore we have

$$\sum_{j \in \tilde{S}} \tilde{t}_j = \frac{(n_0 - 1) R}{\sum_{j \in \tilde{S}} \kappa_j}. \quad (4.7)$$

Substituting (4.7) into (4.6) and considering $\tilde{t}_j = 0$ for any $j \in \mathcal{U} \setminus \tilde{S}$, we obtain the following:

$$\tilde{t}_i = \frac{(n_0 - 1) R}{\sum_{j \in \tilde{S}} \kappa_j} \left(1 - \frac{(n_0 - 1) \kappa_i}{\sum_{j \in \tilde{S}} \kappa_j}\right) \quad (4.8)$$

for every $i \in \tilde{S}$. This proves 2).

We then prove 3). By definition of $\tilde{S}$, we know that $\tilde{t}_i > 0$ for every $i \in \tilde{S}$. From (4.8), $\tilde{t}_i > 0$ implies $\frac{(n_0 - 1) \kappa_i}{\sum_{j \in \tilde{S}} \kappa_j} < 1$. Therefore we have

$$\kappa_i < \frac{\sum_{j \in \tilde{S}} \kappa_j}{|\tilde{S}| - 1}, \forall i \in \tilde{S}, \quad (4.9)$$

and thus

$$\max_{i \in \tilde{S}} \kappa_i < \frac{\sum_{j \in \tilde{S}} \kappa_j}{|\tilde{S}| - 1}. \quad (4.10)$$

Assume that $\kappa_q \leq \max_{j \in \tilde{S}} \{\kappa_j\}$ but $q \notin \tilde{S}$. Since $q \notin \tilde{S}$, we know that $t_q = 0$. The first-order derivative of $\tilde{u}_q$ with respect to $t_q$ when $t = \tilde{t}$ is

$$\frac{R}{\sum_{j \in \tilde{S}} \tilde{t}_j} - \kappa_q = \frac{\sum_{j \in \tilde{S}} \kappa_j}{n_0 - 1} - \kappa_q > \max_{i \in \tilde{S}} \{\kappa_i\} - \kappa_q \geq 0. \quad (4.11)$$

This means that user $q$ can increase its utility by unilaterally increasing its sensing time from $\tilde{t}_q$, contradicting the NE assumption of $\tilde{t}$. This proves 3).

Finally, we prove 4). Statements 1) and 3) imply that $\tilde{S} = \{1, 2, \ldots, q\}$ for some integer $q$ in $[2, n]$. From (4.9), we conclude that $q \leq h$. Assume that $q < h$. Then we have $\kappa_q \leq \frac{\sum_{j = 1}^{q+1} \kappa_j}{q+1}$, which implies $\sum_{j = 1}^{q+1} \kappa_j < 0$. Hence the first order derivative of $\tilde{u}_q$ with respect to $t_{q+1}$ when $t = \tilde{t}$ is $\sum_{j = q}^{q+1} \kappa_j > 0$. This contradiction proves $q = h$. Hence we have proved 4), as well as the theorem.

The running time of Algorithm 1 is dominated by sorting, and thus is $O(n \log n)$.

B. Crowdsourcer Utility Maximization

According to the above analysis, the crowdsourcer, which is the leader in the Stackelberg game, knows that there exists the unique NE for the users for any given value of $R$. Hence the crowdsourcer can maximize its utility by choosing the optimal $R$. Plugging $\tilde{t}_j$ computed by Algorithm 1 into (3.2), we have

$$\tilde{u}_0 = g(X_1 R, X_2 R, \ldots, X_l R; n_1, n_2, \ldots, n_l) - R, \quad (4.12)$$

where

$$X_j = \begin{cases} \frac{(n_0 - 1)}{\sum_{h \in \Theta_w} n_h} \left(1 - \frac{(n_0 - 1) \theta_j}{\sum_{h \in \Theta_w} n_h \theta_h}\right), \theta_j \in \Theta_w, \\ 0, \quad \theta_j \notin \Theta_w. \end{cases} \quad (4.13)$$

Theorem 2: There exists the unique Stackelberg Equilibrium $(R^*, t^*)$ in the IMCC game, where $R^*$ is the unique maximizer of the crowdsourcer’s utility in (4.12) over $R \in [0, \infty)$, $\Theta$ and $t^*$ are given by Algorithm 1 with $R^*$.

Proof: Since $g(\tilde{t}_1, \tilde{t}_2, \ldots, \tilde{t}_l; n_1, n_2, \ldots, n_l)$ is a strictly concave function in variables $t_1, t_2, \ldots, t_l$ for any fixed $n_1, n_2, \ldots, n_l$, $g(X_1 R, X_2 R, \ldots, X_l R; n_1, n_2, \ldots, n_l)$ is a strictly concave function of $R$ for any fixed $n_1, n_2, \ldots, n_l$. Therefore the utility $\tilde{u}_0$ in (4.12) is a strictly concave function of $R$ for $R \in [0, \infty)$. Since the value of $\tilde{u}_0$ in (4.12) is 0 for $R = 0$ and goes to $-\infty$ when $R$ goes to $\infty$, it has a unique maximizer $R^*$ that can be efficiently computed using either bisection or Newton’s method [2].

5. Incentive Mechanism for User-Centric Model

Incentive theory [20] is the perfect theoretical tool to design incentive mechanisms for the user-centric model. We propose a reverse auction based incentive mechanism for the user-centric model. An auction takes as input the bids submitted by the users, selects a subset of users as winners, and determines the payment to each winning user.

A. Auctions Maximizing Crowdsourcer Utility

Our first attempt is to design an incentive mechanism maximizing the utility of the crowdsourcer. Now designing an incentive mechanism becomes an optimization problem, called User Selection problem: Given a set $\mathcal{U}$ of users, select a subset $\tilde{S}$ such that $\tilde{u}_0(\tilde{S})$ is maximized over all possible subsets. In addition, it is clear that $p_i = b_i$ to maximize $\tilde{u}_0(\tilde{S})$. The utility $\tilde{u}_0$ then becomes

$$\tilde{u}_0(\tilde{S}) = v(\tilde{S}) - \sum_{i \in \tilde{S}} b_i. \quad (5.1)$$

To make the problem meaningful, we assume that there exists at least one user $i$ such that $\tilde{u}_0(\{i\}) > 0$.

Unfortunately, as shown in [45], it is NP-hard to find the optimal solution to the User Selection problem.

Since it is unlikely to find the optimal subset of users efficiently, we turn our attention to the development of approximation algorithms. To this end, we take advantage of the submodularity of the utility function.

Definition 3 (Submodular Function): Let $\mathcal{X}$ be a finite set. A function $f : 2^\mathcal{X} \rightarrow \mathbb{R}$ is submodular if

$$f(A \cup \{x\}) - f(A) \geq f(B \cup \{x\}) - f(B),$$

for any $A \subseteq B \subseteq \mathcal{X}$ and $x \in \mathcal{X} \setminus B$, where $\mathbb{R}$ is real number set.

We now prove the submodularity of the utility $\tilde{u}_0$.

Lemma 1: The utility $\tilde{u}_0$ is submodular.

Proof: By Definition 3, we need to show that

$$\tilde{u}_0(\tilde{S} \cup \{i\}) - \tilde{u}_0(\tilde{S}) \geq \tilde{u}_0(\tilde{T} \cup \{i\}) - \tilde{u}_0(\tilde{T}),$$

for any $\tilde{S} \subseteq \tilde{T} \subseteq \tilde{U}$ and $i \in \tilde{U} \setminus \tilde{T}$. It suffices to show that $v(\tilde{S} \cup \{i\}) - v(\tilde{S}) \geq v(\tilde{T} \cup \{i\}) - v(\tilde{T})$, since the second
term in $\tilde{u}_0$ can be subtracted from both sides. Considering $v(S) = \sum_{\tau_j \in U \setminus S, \nu_j}$, we have

$$v(S \cup \{i\}) - v(S) = \sum_{\tau_j \in U \setminus S, \nu_j} \nu_j = v(\tau_j) - v(\tau_j) = v(S) - v(S) = v(\tau_j) - v(\tau_j).$$

Therefore $\tilde{u}_0$ is submodular. As a byproduct, we proved that $v$ is submodular as well.

When the objective function is submodular, monotone and non-negative, it is known that a greedy algorithm provides a $(1 - 1/e)$-approximation [22]. Without monotonicity, Feige et al. [12] have also developed constant-factor approximation algorithms. Unfortunately, $\tilde{u}_0$ can be negative.

To circumvent this issue, let $f(S) = \tilde{u}_0(S) + \sum_{i \in U} b_i$. It is clear that $f(S) \geq 0$ for any $S \subseteq U$. Since $\sum_{i \in U} b_i$ is a constant, $f(S)$ is also submodular. In addition, maximizing $\tilde{u}_0$ is equivalent to maximizing $f$. Therefore we design an auction mechanism based on the algorithm of [12], called Local Search-Based (LSB) auction, as illustrated in Algorithm 2. The mechanism relies on the local-search technique, which greedily searches for a better solution by adding a new user or deleting an existing user whenever possible. It was proved that, for any given constant $\epsilon > 0$, the algorithm can find a set of users $S$ such that $f(S) \geq (\frac{1}{2} - \frac{\epsilon}{\alpha}) f(S^*)$, where $S^*$ is the optimal solution [12].

**Algorithm 2: LSB Auction**

1. $S \leftarrow \{i\}$, where $i \leftarrow \arg\max_{i \in U} f(\{i\})$;
2. while there exists a user $i \in U \setminus S$ such that $f(S \cup \{i\}) > (1 + \frac{\epsilon}{\alpha}) f(S)$ do
3. $S \leftarrow S \cup \{i\}$;
4. end
5. if there exists a user $i \in S$ such that $f(S \setminus \{i\}) > (1 + \frac{\epsilon}{\alpha}) f(S)$ then
6. $S \leftarrow S \setminus \{i\}$; go to Line 2;
7. end
8. if $f(U \setminus S) > f(S)$ then $S \leftarrow U \setminus S$;
9. foreach $i \in U$ do
10. if $i \in S$ then $p_i \leftarrow b_i$;
11. else $p_i \leftarrow 0$;
12. end
13. return $(S, p)$

Now we analyze the LSB auction using the four desirable properties described in Section 3-B as performance metrics.

- **Computational Efficiency:** The running time of the Local Search Algorithm is $O(\frac{1}{\alpha} n^3 m \log m)$ [12], where evaluating the value of $f$ takes $O(m)$ time and $|S| \leq m$. Hence LSB is computationally efficient.
- **Individual Rationality:** The crowdsourcer pays what the winners bid. Hence LSB is individually rational.
- **Profitability:** Due to the assumption that there exists at least one user $i$ such that $\tilde{u}_0(\{i\}) > 0$ and the fact that $f(S)$ strictly increases in each iteration, we guarantee that $\tilde{u}_0(S) > 0$, which implies that LSB is profitable.
- **Truthfulness:** We use an example in Fig. 2 to show that the LSB auction is not truthful. In this example, $U = \{1, 2, 3\}$, $\Gamma = \{\tau_1, \tau_2, \tau_3, \tau_4, \tau_5\}$, $\Gamma_1 = \{\tau_1, \tau_3, \tau_5\}$, $\Gamma_2 = \{\tau_1, \tau_2, \tau_4\}$, $\Gamma_3 = \{\tau_2, \tau_5\}$, $c_1 = 4$, $c_2 = 3$, $c_3 = 4$.

Squares represent users, and disks represent tasks. The number above user $i$ denotes its bid $b_i$. The number below task $\tau_j$ denotes its value $\nu_j$. For example, $b_1 = 4$ and $\nu_3 = 1$. We also assume that $\epsilon = 0.1$.

We first consider the case where users bid truthfully. Since $f(\{1\}) = v(\{\tau_1\}) = 5 + 4 + 4 + 3 = 16$ and $f(\{\tau_2\}) = 18$, user 1 is first selected. Since $f(\{2, 1\}) = v(\{\tau_2 \cup \tau_1\}) = (b_2 + b_1) + \sum_{i=1}^{3} b_i = 18 > (1 + \frac{\epsilon}{\alpha}) f(\{\tau_2\})$, user 2 is then selected. The auction terminates here because the current value of $f$ cannot be increased by a factor of $(1 + \frac{\epsilon}{\alpha})$ via either adding a user (that has not been selected) or removing a user (that has been selected). In addition, we have $p_1 = b_1 = 4$ and $p_2 = b_2 = b_3 = 3$.

We now assume that user 2 lies by bidding $3 + \delta$, where $1 \leq \delta < 1.77$. Since $f(\{1\}) = 17 + \delta$, $f(\{\tau_2\}) = 18$, and $f(\{\tau_3\}) = 3 + \delta$, user 1 is first selected. Since $f(\{1, 2\}) = 19 > (1 + \frac{\epsilon}{\alpha}) f(\{\tau_1\})$, user 2 is then selected. The auction terminates here because the current value of $f$ cannot be increased by a factor of $(1 + \frac{\epsilon}{\alpha})$ via either adding a user or removing a user. Note that user 2 increases its payment from 3 to $3 + \delta$ by lying about its cost.

![Fig. 2. Example showing the untruthfulness of the Local Search-Based Auction mechanism, where $U = \{1, 2, 3\}$, $\Gamma = \{\tau_1, \tau_2, \tau_3, \tau_4, \tau_5\}$, $\Gamma_1 = \{\tau_1, \tau_3, \tau_5\}$, $\Gamma_2 = \{\tau_1, \tau_2, \tau_4\}$, $\Gamma_3 = \{\tau_2, \tau_5\}$, $c_1 = 4$, $c_2 = 3$, $c_3 = 4$. Squares represent users, and disks represent tasks. The number above user $i$ denotes its bid $b_i$, and the number below task $\tau_j$ denotes its value $\nu_j$.](image_url)
constraint instead of a factor in the objective function. One intuitive idea is to plug different values of the budget into the budgeted mechanism and select the one giving the largest utility. However, this can potentially destroy the truthfulness of the incentive mechanism.

In this section, we present a novel auction mechanism that satisfies all four desirable properties. The design rationale relies on Myerson’s well-known characterization [30].

**Theorem 3:** ([39, Theorem 2.1]) An auction mechanism is truthful if and only if:

- The selection rule is monotone: If user $i$ wins the auction by bidding $b_i$, it also wins by bidding $b_i' \leq b_i$;
- Each winner is paid the critical value: User $i$ would not win the auction if it bids higher than this value.

1) **Auction Design:** Based on Theorem 3, we design our auction mechanism in this section, which is called IMCU auction. Illustrated in Algorithm 3, the IMCU auction mechanism consists of two phases: the winner selection phase and the payment determination phase.

**Algorithm 3: IMCU Auction**

// Phase 1: Winner selection
1. $S \leftarrow \emptyset$, $i \leftarrow \arg \max_{j \in U} (v_j(S) - b_j)$;

2. While $b_i < v_i$ and $S \neq U$ do
   3. $S \leftarrow S \cup \{i\}$;
   4. $i \leftarrow \arg \max_{j \in U \setminus S} (v_j(S) - b_j)$;

End

// Phase 2: Payment determination
5. For each $i \in U$ do $p_i \leftarrow 0$;
6. For each $i \in S$ do
   7. $U_{-i} \leftarrow U \setminus \{i\}$, $T \leftarrow \emptyset$;
   8. Repeat
     9. $i_j \leftarrow \arg \max_{j \in U_{-i}} (v_j(T) - b_j)$;
     10. $p_i \leftarrow \min(p_i, v_i(T) - (v_{i_j}(T) - b_{i_j})), v_i(T))$;
     11. $T \leftarrow T \cup \{i_j\}$;
   12. Until $b_i \geq v_i$ or $T = U_{-i}$;
13. End

Return $(S, p)$

The winner selection phase follows a greedy approach: Users are sorted according to their marginal values and bids. Given the selected users $S$, the marginal value of user $i$ is $v_i(S) = v(S \cup \{i\}) - v(S)$. In this sorting the $(i+1)$th user is the user $j$ such that $v_j(S_i - b_j)$ is maximized over $U \setminus S_i$, where $S_i = \{1, 2, \ldots, i\}$ and $S_0 = \emptyset$. We use $v_i$ instead of $v_i(S_i-1)$ to simplify the notation. Considering the submodularity of $v$, this sorting implies that

$$v_{i-1} - b_{i-1} \geq v_{i-2} - b_{i-2} \geq \cdots \geq v_n - b_n.$$  

(5.5)

The set of winners are $S_L = \{1, 2, \ldots, L\}$, where $L \leq n$ is the largest index such that $v_L - b_L > 0$.

In the payment determination phase, we compute the payment $p_i$ for each winner $i \in S$. To compute the payment for user $i$, we sort the users in $U_{-i}$ similarly,

$$v'_{i_1} - b_{i_1} \geq v'_{i_2} - b_{i_2} \geq \cdots \geq v'_{i_{n-1}} - b_{i_{n-1}}.$$  

(5.6)

where $v'_{i_j} = (v(T_{j-1} \cup \{i\}) - v(T_{j-1}))$ denotes the marginal value of the $j$th user and $T_j$ denotes the first $j$ users according to this sorting over $U_{-i}$ and $T_0 = \emptyset$. The marginal value of user $i$ at position $j$ is $v_{i(j)} = (v(T_{j-1} \cup \{i\}) - v(T_{j-1}))$. Let $K$ denote the position of the last user $i_j \in U_{-i}$, such that $b_{i_j} < v'_{i_j}$. For each position $j$ in the sorting, we compute the maximum price that user $i$ can bid such that $i$ can be selected instead of user at $j$th place. We repeat this until the position after the last winner in $U_{-i}$. In the end we set the value of $p_i$ to the maximum of these $K + 1$ prices.

2) **A Walk-Through Example:** We use the example in Fig. 3 to illustrate how the IMCU auction works.

![Illustration for IMCU](image)

**Winner Selection:**
- $S = \emptyset$: $v_1(\emptyset) - b_1 = (v(\emptyset) - 0) - 8 = ((3 + 6 + 8 + 10) - 0) - 8 = 19$, $v_2(\emptyset) - b_2 = (v(\emptyset) - 0) - 2 = 18$, $v_3(\emptyset) - b_3 = 17$, and $v_4(\emptyset) - b_4 = 1$.
- $S = \{1\}$: $v_2(\{1\}) - b_2 = (v(\emptyset) - 2) - (v(\emptyset) - 0) - 2 = (35 + 27 - 6) = 2$, $v_3(\{1\}) - b_3 = (v(\emptyset) - 3) - (v(\emptyset) - 0) - 2 = 3$, and $v_4(\{1\}) - b_4 = -5$.
- $S = \{1, 3\}$: $v_2(\{1, 3\}) - b_2 = (v(\emptyset) - 2) - (v(\emptyset) - 0) - 2 = 2$ and $v_4(\{1, 3\}) - b_4 = -5$.
- $S = \{1, 3, 2\}$: $v_4(\{1, 3, 2\}) - b_4 = -5$.

During the payment determination phase, we directly give winners when user $i$ is excluded from the consideration, due to the space limitations. Also recall that $v'_{i_j} > b_{i_j}$ for $j \leq K$ and $v'_{i_{j+1}} \leq b_{i_{j+1}}$ for $j \leq K + 1$.

**Payment Determination:**
- $p_1$: Winners are $\{2, 3\}$.
- $v_1(\emptyset) - (v_2(\emptyset) - b_2) = 9$, $v_1(\{2\}) - (v_3(\{2\}) - b_3) = 0$, $v_1(\{2, 3\}) = 3$. Thus $p_1 = 9$.
- $p_2$: Winners are $\{1, 3\}$.
- $v_2(\emptyset) - (v_1(\emptyset) - b_1) = 5$, $v_2(\{1\}) - (v_3(\{1\}) - b_3) = 5$, $v_2(\{1, 3\}) = 8$. Thus $p_2 = 8$.
- $p_3$: Winners are $\{1, 2\}$.
- $v_3(\emptyset) - (v_1(\emptyset) - b_1) = 4$, $v_3(\{1\}) - (v_2(\{1\}) - b_2) = 7$, $v_3(\{1, 2\}) = 9$. Thus $p_3 = 9$.

3) **Properties of IMCU:** We will prove the computational efficiency (Lemma 2), the individual rationality (Lemma 3), the profitability (Lemma 4), and the truthfulness (Lemma 5) of the IMCU auction in the following.

**Lemma 2:** IMCU is computationally efficient.

**Proof:** Finding the user with maximum marginal value takes $O(mn)$ time, where computing the value of $v_i$ takes $O(m)$ time. Since there are $m$ tasks and each winner should contribute at least one new task to be selected, the number of winners is at most $m$. Hence, the while-loop (Lines 3–6) thus
takes $O(nm^2)$ time. In each iteration of the for-loop (Lines 9–17), a process similar to Lines 3–6 is executed. Hence the running time of the whole auction is dominated by this for-loop, which is bounded by $O(nm^3)$. 

Note that the running time of the IMCU Auction, $O(nm^3)$, is very conservative. In addition, $m$ is much less than $n$ in practice, which makes the running time of the IMCU Auction dominated by $n$.

Before turning our attention to the proofs of the other three properties, we would like to make some critical observations: 
1) $v_{i(j)} \geq v_{i(j+1)}$ for any $j$ due to the submodularity of $v$; 
2) $T_j = S_j$ for any $j < i$; 
3) $v_{i(i)} = v_i$; and 
4) $v_{i(j)} > b_i$ for $j \leq K$ and $v_{i(j)} \leq b_i$ for $K + 1 \leq j \leq n - 1$.

**Lemma 3:** IMCU is individually rational.

**Proof:** Let $i'_1$ be user $i$’s replacement which appears in the $i$th place in the sorting over $U_{i-1}$. Since user $i'_1$ would not be at $i$th place if $i$ is considered, we have $v_{i(j)} - v_{i(j)} = v_{i(j)} - v_{i(j)}$. Hence we have $b_i \leq v_{i(j)} - v_{i(j)}$. Since user $i$ is a winner, we have $b_i \leq v_{i(j)} = v_{i(j)}$. It follows that $b_i = \min \{v_{i(j)} - (v_{i(j)} - b_{i_1}) v_{i(j)}\} \leq p_i$. If $i_1$ does not exist, it means $i$ is the last winner in $U_i$. We then have $b_i \leq v_{i(j)} \leq p_i$, according to Line 16.

**Lemma 4:** IMCU is profitable.

**Proof:** Let $L$ be the last user $j$ in $U$ in the sorting (5.5), such that $b_j < v_j$. We then have $a_0 = \sum_{1 \leq i \leq L} v_i - \sum_{1 \leq j \leq L} p_i$. Hence it suffices to prove that $p_i \leq v_i$ for each $i \leq L$. Recall that $K$ is the position of the last user $i_j \in U_{i-1}$ in the sorting (5.6), such that $b_{i_j} < v_{i_j}$. When $K < n - 1$, let $r$ be the position such that

$$r = \arg \max_{1 \leq j \leq K+1} \{v_{i(j)} - (v_{i(j)} - b_{i_j}) v_{i(j)}\}.$$ 

If $r \leq K$, we have 

$$p_i = \min \{v_{i(r)} - (v_{i(r)} - b_{i_r}) v_{i(r)}\} = v_{i(r)} - (v_{i(r)} - b_{i_r}) < v_{i(r)} \leq v_i,$$

where the penultimate inequality is due to the fact that $b_{i_r} \leq v_{i(r)}$ for $r \leq K$, and the last inequality relies on the fact that $T_{r-1} = S_{r-1}$ for $j \leq i$ and the decreasing marginal value property of $v$. If $r = K + 1$, we have

$$p_i = \min \{v_{i(r)} - (v_{i(r)} - b_{i_r}) v_{i(r)}\} = v_{i(r)} \leq v_i.$$

Similarly, when $K = n - 1$, we have 

$$p_i \leq v_{i(r)} \leq v_i,$$

for some $1 \leq r \leq K$. Thus we proved that $p_i \leq v_i$ for each $1 \leq i \leq K$.

**Lemma 5:** IMCU is truthful.

**Proof:** Based on Theorem 3, it suffices to prove that the selection rule of IMCU is monotone, and the payment $p_i$ for each $i$ is the critical value. The monotonicity of the selection rule is obvious as bidding a smaller value can not push user $i$ backwards in the sorting.

We next show that $p_i$ is the critical value for $i$ in the sense that bidding higher $p_i$ could prevent $i$ from winning the auction. Note that 

$$p_i = \max \{\max_{1 \leq j \leq K} \{v_{i(j)} - (v_{i(j)} - b_{i_j}) v_{i(j+1)}\}\}.$$ 

If user $i$ bids $b_i > p_i$, it will be placed after $K$ since $b_i > v_{i(j)} - (v_{i(j)} - b_{i_j})$ implies $v_{i(j)} - b_{i_j} > v_{i(j)} - b_{i}$. At the $(K+1)$th iteration, user $i$ will not be selected because $b_i > v_{i(K+1)}$.

As $K + 1$ is the position of the first loser over $U_i$, when $K < n - 1$ or the last user to check when $K = n - 1$, the selection procedure terminates.

Lemmas 2 to 5 together prove the following theorem.

**Theorem 4:** IMCU is computationally efficient, individually rational, profitable and truthful.

**Remark:** IMCU still works when the valuation function is changed to any other efficiently computable submodular function. The four desirable properties still hold.

6. Performance Evaluation

To evaluate the performance of our incentive mechanisms, we implemented the incentive mechanism for the crowdsourcer-centric model, the Local Search-Based auction, denoted by LSB, and the IMCU auction, denoted by IMCU.

**Performance Metrics:** The performance metrics include crowdsourcer utility and user utility in general. For the crowdsourcer-centric incentive mechanism, we also study the number of participating users.

We have also evaluated the running time of both models. We observe that the running time of IMCC is almost linear in the number of users, and the running time of IMCU is linear in the number of users, as we have proved in Lemma 2. More details can be found in [45].

A. Simulation Setup

For the crowdsourcer-centric model, we assumed that the cost of each user was uniformly distributed over $[1, \kappa_{\text{max}}]$, where $\kappa_{\text{max}}$ was varied from 1 to 10 with the increment of 1. For the crowdsourcer’s utility function, we set $g(t_1, t_2, \ldots, t_i; n_1, n_2, \ldots, n_i) = \lambda \log \left(1 + \sum_{t_j \in t_i} n_j \log(1 + \tilde{t}_j)\right)$, where $\lambda = 10$ is a system parameter, the $\log(1 + \tilde{t}_j)$ term reflects the crowdsourcer’s diminishing return on the work of a user with unit cost $\theta_j$, and the outer log term reflects the crowdsourcer’s diminishing return on participating users. We varied the number of users ($n$) from 100 to 1000 with the increment of 100. For the user-centric model, we considered a Cellular Signal Coverage application, where the tasks are to measure cellular signals around specific locations. We used two data sets. For the first set, tasks and users are randomly distributed in a 1000m x 1000m region, as shown in Fig. 4. This data set is code-named Random. Each user’s task set includes all the tasks within a distance of 30m from the user. We varied the number of users ($n$) from 100 to 1000 with the increment of 1000, and the number of tasks ($m$) from 100 to 500 with the increment of 100. For the second data set, we adopted a similar setting as in [37], code-named Manhattan. As shown in Fig. 5, the crowdsensing region is located in Manhattan, NY, which spans 3 blocks from west to east with a total length of 859m, and 3 blocks from north to south with a total length of 239m. For crowdsensing tasks, we called the Google Map API to collect all the points of interest (POIs) with types food, bar, museum, cafe, gym, library, university,
We observed that the number of participating users decreases as the unit costs of users become more diverse, the optimal reward for incentivizing users decreases.

Fig. 6. Crowdsourcer utility

Fig. 7. Optimal reward $R^*$ of the crowdsourcer

We observe that the optimal value of $R^*$ and the crowdsourcer’s utility $\bar{u}_0$ show similar dependency on $n$ (as shown in Fig. 6(a) and Fig. 7(a)) and on $\kappa_{\text{max}}$ (as shown in Fig. 6(a) and Fig. 7(b)). To study this dependency, we also show the number of participating users $|S|$ as a function of $n$ and $\kappa_{\text{max}}$ in Fig. 8(a) and Fig. 8(b), respectively. We observe that when $n$ increases, the number of participating users increases almost linearly. This is because the uniform distribution of users’ unit cost results in the almost linear increase in the number of users with the same unit cost. As $|S|$ increases, $R^*$ is expected to increase as well, because each participating user shares $R^*$ with more users and should have a non-negative utility. The dependency of $\bar{u}_0$ and $R^*$ on $\kappa_{\text{max}}$ can be explained similarly.

Fig. 8. Number of participating users

B. Evaluation of IMCC

Number of Participating Users: We observed that the number of participating users decreases as the unit costs of users become diverse. The reason is that according to the while-loop condition, if all users have the same unit cost, then all of them would satisfy this condition and thus participate. When the unit costs become diverse, users with larger unit costs would have higher chances to violate the condition.

Crowdsourcer Utility: Fig. 6 shows the impact of $n$ and $\kappa_{\text{max}}$ on the crowdsourcer utility. In Fig. 6(a), we fixed $\kappa_{\text{max}} = 5$. We observe that the crowdsourcer utility indeed demonstrates diminishing returns as $n$ increases. In Fig. 6(b), we fixed $n = 1000$. We note that the crowdsourcer utility decreases as the unit costs of users become more diverse.

Optimal Reward $R^*$: Fig. 7 shows the impact of $n$ and $\kappa_{\text{max}}$ on the crowdsourcer utility. In Fig. 7(a), we observe that the value of $R^*$ increases with $n$ and gradually becomes steady as $n$ becomes larger. In Fig. 7(b), as the unit costs of users become more diverse, the optimal reward for incentivizing users decreases.
than that by LSB when \( m \) is relatively small, compared to \( n \). This relation is reversed when \( m \) is large, and the sacrifice becomes more severe when \( m \) increases. However, note that in practice \( m \) is usually relatively small compared to \( n \). We also observe that, similar to the crowdsourcer-centric model, the crowdsourcer utility demonstrates the diminishing returns as well when the number of users becomes larger.

![Fig. 9. Impact of \( m \) on \( u_i \)](image)

![Fig. 10. Impact of \( n \) on crowdsourcer utility](image)

![Fig. 11. Impact of \( m \) on crowdsourcer utility](image)

7. CONCLUSION

In this paper, we designed incentive mechanisms that can be used to motivate smartphone users to participate in crowdsensing, which is a new sensing paradigm allowing us to collect and analyze sensed data far beyond the scale of what was previously possible. We considered two different models from different perspectives: the crowdsourcer-centric model where the crowdsourcer provides a reward shared by participating users, and the user-centric model where each user can ask for a reserve price for its sensing service.

For the crowdsourcer-centric model, we modeled the incentive mechanism as a Stackelberg game in which the crowdsourcer is the leader and the users are the followers. We proved that this Stackelberg game has a unique equilibrium, and designed an efficient mechanism for computing it. This enables the crowdsourcer to maximize its utility while each user is playing its best response strategy.

For the user-centric model, we designed an auction mechanism, called IMCU. We proved that IMCU is 1) computationally efficient, meaning that the winners and the payments can be computed in polynomial time; 2) individually rational, meaning that each user will have a non-negative utility if bidding its true cost; 3) profitable, meaning that the crowdsourcer will not incur a deficit; and more importantly, 4) truthful, meaning that no user can improve its utility by asking for a price different from its true cost. Our mechanism is scalable because its running time is linear in the number of users.
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