ABSTRACT
We present a method for automatically learning object and state models, which can be used for recognition in an augmented reality task guidance system. We assume that the task involves objects whose appearance is fairly consistent, but the background may vary. The novelty of our approach is that the system can be automatically constructed from examples of experts performing the task. As a result, the system can be easily adapted to new tasks. The approach makes use of the fact that the key features of the object are consistently present in multiple viewing instances; whereas features from the background or irrelevant objects are not consistently present. Using information theory, we automatically identify the features that can best discriminate between object states. In evaluations, our prototype successfully recognized object states in all trials.
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1 INTRODUCTION
Augmented reality (AR) has the potential to improve the effectiveness of personnel in performing tasks such as maintenance, repair, and the operation of complex equipment. Research has demonstrated that using AR systems for maintenance and assembly tasks results in improved performance, in terms of reduced task time [3] and reduced number of errors [5]. One major issue preventing the widespread adoption of AR task guidance systems is the expense of developing them. Although the hardware is relatively inexpensive, each application requires a large amount of manual effort to develop. For example, in some approaches markers are attached to the objects and their positions are manually determined [6].

Recently, methods based on egocentric vision have been developed to automatically learn the appearance of objects. For example, [1] discovers task relevant objects by clustering features extracted from images taken by multiple people interacting with the objects. In addition to recognizing an object, we also want to recognize the “state” of the object. By “state”, we mean a configuration of the object that is determined by the presence or position of subparts. For example, a printer/fax machine may have its front cover closed or open, as illustrated in Figure 1. Sometimes the visual differences between states can be subtle, such as the presence or absence of a screw, or the position of a switch.

In this paper, we outline a novel approach for developing AR task guidance systems for a wide variety of tasks, with little or no programming effort. Due to space limitations, we focus here on the problem of learning to recognize object and state, although our system also includes learning a model of the task workflow, and the user interface. We use a novel method based on information theory in order to find the most discriminative features. The discriminative features allow the system to distinguish between object states whose appearance can be very similar.
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2 OVERALL APPROACH
Our approach uses the metaphor of an expert training a novice. A human expert, wearing the AR system, first demonstrates the task as if instructing a human novice. Similar to [2], an expert verbally describes the objects he or she is working with and the actions being performed. For example, the expert might say “This is the drum unit, containing the toner cartridge”, which is a description of the state of the objects in the scene. The expert might say “I am now pulling out the toner cartridge from the drum unit,” which is the action they are performing. The result is a video stream that is annotated with names of objects in a particular state.

We capture data from a small number (on the order of 5 to 10) of experts performing the task. To automatically learn object appearance, we use the fact that we have videos of the same object taken in different scenes. The appearance of the object is fairly consistent, but the background changes between scenes. For example, Figure 2 shows images from two different videos of the printer maintenance task. By finding the common features between the images, we can identify the features that belong to the printer, and ignore features from the background.

3 DETAILED DESCRIPTION
First of all, we process the video segments and automatically extract keyframes [4], which are a set of images taken from cameras that are sufficiently far apart in pose. The idea is to avoid saving and processing redundant images, where there is little or no change in appearance. The keyframes are put into a database, along with a label for the object state. At this point, we still have not segmented the object, or identified any characteristics that distinguish one state from another.

Keypoints (e.g., SIFT) from each training image are matched to every other training image. We verify candidate feature correspondences by fitting a fundamental matrix (using RANSAC to find inliers) to the points. Figure 3 shows the most salient features for two
of the database images; meaning those features that had the highest probability of finding a match to a feature in another database image. As can be seen, features on the object are clearly identified, with no features in the background. Thus, with no hand segmentation we have automatically learned features belonging to the object.

Once training is done, the system can recognize the object in a query image and determine which state it is in. To do this, features are extracted from the query image and matched to the images in the database. The best matching database images (as determined by the number of feature matches) form a set of candidate images.

Each candidate image computes the likelihood of the query image to be in a particular state, using Bayes’ rule:

$$p(s_q = k | \{m_j\}) = \frac{p(\{m_j\} | s_q = k) p(s_q = k)}{p(\{m_j\})},$$

where \(\{m_j\}\) is the set of matches of the points in the candidate image to the query image, and \(p(s_q = k)\) is the a priori probability for the query image to be in state \(k\). We utilize only discriminative features for this calculation (in our prototype we use features that have information gain \(\geq I_{\text{max}}/2\)).

Finally, the likelihoods from each candidate image are combined by multiplying (in our implementation we add their logs) to obtain a final probability for the query image to be in each state. The candidate image with the highest probability is taken to be the correct match for object and state. In evaluations on the printer task and the air filter task, our prototype successfully recognized the objects and states in all trials.

Figure 3: Salient features on the object, automatically identified.

Figure 4: Discriminative features, as computed by information gain. The presence or absence of these features is helpful for determining which state the object is in.

The “information gain” for a feature is the difference between the entropies of the parent set and the children. Features with high information gain are the most useful features for discriminating between states. Figure 4 shows the features with the highest information gain, for the two database images used as examples.

As a second example, the proposed system was applied to the task of changing a car air filter. Figure 5 demonstrates two object states from this task. In one image, the air filter is present; in the other it has been removed. As can be seen the system has identified discriminative features on the filter.

4 Conclusion

Our approach can learn to recognize objects (and object states) using no user guidance, other than capturing video from a small number of experts performing the task. No reprogramming is necessary to apply the system to a new maintenance task. The experts need only announce the individual steps in the task as they go, as if they were instructing a novice. We use a novel method based on information theory in order to find the most discriminative features and identify object states.
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