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ABSTRACT
This paper deals with designing incoherent sparsifying dictionaries. A new framework is proposed, in which the sparse representation error and mutual coherence are embedded. An alternating minimization method is developed for solving the optimal dictionary problem. One of the significant features of the proposed approach is that the dictionary is directly updated with each atom being normalized. A gradient-based alternating minimization method is developed for solving the optimal dictionary problem. One of the significant features of the proposed approach is that the dictionary is directly updated with each atom being normalized. A gradient-based algorithm is derived for this purpose. Experiments are carried out and the results show that the proposed approach outperforms some prevailing ones in terms of minimizing sparse representation error and mutual coherence.
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1. INTRODUCTION
Sparse and redundant representations look for the best approximation of a signal vector with a linear combination of few atoms from an over-complete set of well-designed vectors [1]. This topic is closely related to the sparsifying dictionary learning [2], [3] and the compressed sensing (CS) [4] - [6], in which the sparsity of the signals to be recovered is a prerequisite.

The $l_p$-norm of $v \in \mathbb{R}^{N \times 1}$ is defined as

$$||v||_p \triangleq \left( \sum_{n=1}^{N} |v(n)|^p \right)^{1/p}, \quad p \geq 1.$$  \hspace{1cm} (1)

For convenience, $||v||_0$ is used to denote the number of non-zero elements in $v$. Let $y \in \mathbb{R}^{N \times 1}$ be the signal under consideration and assume

$$y = \sum_{l=1}^{L} s_l v_l \triangleq \Psi s$$  \hspace{1cm} (2)

where $\Psi \in \mathbb{R}^{N \times L}$ is usually called a dictionary and is said over-complete if $N < L$ and $s$ is the coefficient vector. Such a model, referred to as synthesis model, has been vastly used in many applications such as denoising and compression.

The optimal vector $s$ for a given $y$ is determined with

$$s = \arg \min_{\bar{s}} ||y - \Psi \bar{s}||_2^2 \quad \text{s.t.} \quad ||\bar{s}||_0 \leq \kappa$$  \hspace{1cm} (3)

where the dictionary $\Psi$ is assumed to be given and $\kappa$ is a prescribed sparsity level. The problem defined in (3) can be solved using the orthogonal matching pursuit (OMP) [7]-[9].

Let $Y = [ y_1 \cdots y_m \cdots y_J ] \in \mathbb{R}^{N \times J}$ be the data matrix formed by a collection of $J$ observed signal vectors. The traditional sparsifying dictionary learning can be stated mathematically as

$$\begin{cases} (\Psi, S) \triangleq \arg \min_{\Psi \in \mathbb{R}^{N \times L}, S \in \mathbb{R}^{L \times J}} ||Y - \Psi S||_F^2 \\ \text{s.t.} \quad ||S(:,m)||_0 \leq \kappa, \forall m \end{cases}$$  \hspace{1cm} (4)

where $||.||_F$ denotes the Frobenius norm.

By nature, sparsifying dictionary learning is a matrix factorization problem [10]-[12]: $Y \approx \Psi S$. There exists an infinite number of solutions to (4). No analytical solutions have been found so far and given that (4) is highly non-convex, a practical approach used to attack such a problem is the alternating minimization strategy [13], leading to a class of algorithms [14] - [17] such as the method of optimal direction (MOD) [14] and the K-singular value decomposition (K-SVD) [15].

The approaches mentioned above focus on minimizing the sparse representation error $||Y - \Psi \bar{S}||_F^2$. The concept of mutual coherence of matrix $A$, denoted as $\mu(A)$, plays an important role in numerical analysis. On the one hand, it was shown in [18] that a dictionary $\Psi$ has well conditioned sub-matrices formed with columns of $\Psi$ when $\mu(\Psi)$ is small. On the other hand, as shown in [2], [7], any $\kappa$-sparse coefficient vector $s_0$ can be exactly recovered from the observation/measurement $y = \Psi s_0$ via (3) as long as

$$\kappa < \frac{1}{2} \left[ 1 + \frac{1}{\mu(\Psi)} \right].$$  \hspace{1cm} (5)
(5) suggests that a dictionary with small mutual coherence can enlarge the signal space in which the coefficient vector $s$ can be achieved exactly. Therefore, it is desired to design the dictionary with mutual coherence taken into account. This leads to the so-called incoherent sparsifying dictionary learning (ISDL). Recently, an alternative formulation was proposed for ISDL in [19], where the two-stage alternating minimization approach is adopted, consisting of the sparse coding followed by a dictionary update. To the latter, two separated steps are employed: i) atoms decorrelation; ii) dictionary rotation. More details of this approach will be given in the next section.

Note that in the approach proposed in [19] the atoms decorrelation and minimization of sparse representation error are performed independently as they are under two different frameworks, making the algorithm converge slowly or may even diverge. Besides, simulations showed that such an approach leads to a quite large sparse representation error due to too much emphasis made on the mutual coherence reduction. In this paper, we propose a new framework for ISDL, under which both sparse representation error and mutual coherence of the dictionary are embedded in the same cost function. An algorithm for solving the optimal dictionary design is derived with guaranteed convergence. Simulations show that the dictionary obtained using the proposed approach outperforms those by the traditional MOD and K-SVD as well as the method proposed in [19] in terms of reducing mutual coherence and sparse representation error.

2. PROBLEM FORMULATION

The mutual coherence of a matrix $A \in \mathbb{R}^{N \times L}$ is defined as

$$\mu(A) \triangleq \max_{1 \leq i \neq j \leq L} \left\{ \frac{|A(:,i)^T A(:,j)|}{\|A(:,i)\|_2 \|A(:,j)\|_2} \right\}$$

(6)

where $T$ represents the transpose. Roughly speaking, $\mu(A)$ measures the maximum linear dependency possibly achieved by any two columns of matrix $A$ and it can be shown [20] that

$$L \leq \sqrt{\frac{L - N}{N(L - 1)}} \leq \mu(A) \leq 1$$

(7)

where $\mu$ is the Welch bound of matrix $A$.

Let $A$ be a unit-norm frame (i.e., $\|A(:,l)\|_2 = 1$, $\forall i$). Such a frame is said equiangular if $|A(:,i)^T A(:,j)| = c$, $\forall i \neq j$, where $c$ is some positive constant. An equiangular tight frame (ETF) is a unit-norm frame which is tight and equiangular [20]. Furthermore, a unit-norm frame $A$ achieves $\mu(A) = \mu$ if and only if $A$ is an ETF [20].

Based on the fact that an ETF achieves the minimal mutual coherence, the optimal ISDL was formulated in [19] as (4) but with an extra constraint $\mu(\Psi) \leq \mu_0$, where $\mu_0 \geq \mu$ is a fixed target mutual coherence level and such a problem was addressed in [19] with the algorithm outlined below:

**Alg$_{IPR}^{PR}$ - ISDL using iterative projections and rotations**

**Initialization:** Set the training data matrix $Y$, the number of iterations $N_{ite}$ and the parameter $\mu_0$. Initialize $\Psi$ with a randomly generated $\Psi_0 \in \mathbb{R}^{N \times L}$.

**Begin:** $k = 1, 2, \ldots, N_{ite}$

- **Step I:** Sparse coding - to update $S$ via

$$S_k \triangleq \arg \min_{S} \| Y - \Psi_{k-1} S \|_F^2$$

s.t. $\|\tilde{S}_{(:,m)}\|_0 \leq \kappa, \forall m$

(8)

which can be solved by a greedy algorithm like OMP.

- **Step II:** Dictionary update - to update $\Psi$ via

$$\Psi_k \triangleq \arg \min_{\Psi} \| Y - \tilde{\Psi} S_k \|_F^2.$$

- **Step III:** Atoms decorrelation using

$$\Psi_k \triangleq \arg \min_{\Psi \in \mathbb{R}^{N \times L}} \| \tilde{H} - \tilde{\Psi}^T \tilde{\Psi} \|_F^2$$

subject to $\tilde{H} = \arg \min_{H \in S_H^{etf}} \| H - \tilde{\Psi}_k \tilde{\Psi}_k^T \|_F^2$ with $S_H^{etf}$ being the set of relaxed ETF Grams:

$$S_H^{etf} \triangleq \{ H \in \mathbb{R}^{L \times L} : H = H^T, H(l,l) = 1, \forall l \max_{i \neq j} |H(i,j)| \leq \xi \}.$$  

(10)

- **Step VI:** Dictionary rotation to complete the dictionary update with $\Psi_k = V \Psi_k$, where

$$V \triangleq \arg \min_{\tilde{V}} \| Y - \tilde{V} \tilde{\Psi}_k S_k \|_F^2$$

s.t. $\tilde{V}^T \tilde{V} = I_N$.  

(11)

**End**

**Outputs:** $\Psi = \Psi_{N_{ite}}$ and $S = S_{N_{ite}}$.

As mentioned in the previous section, Alg$_{IPR}^{PR}$ has some weak points. The main problem in this algorithm is that the atoms decorrelation and sparse representation error reduction are not considered in the same framework. This motivates us to consider an alternative approach in which the cost function takes the two into account in the same framework.

3. AN ALTERNATIVE FRAMEWORK FOR ISDL

The problem we encounter here is actually to design such a dictionary $\Psi$ that yields a small sparse representation error and has its atoms incoherent. To deal with such a multi-target problem, we consider the following measure for ISDL: $\varrho(\Psi, S, H) \triangleq (1 - \beta) \| Y - \Psi S \|_F^2 + \beta \| H - \Psi^T \Psi \|_F^2$ (12)

where $H \in S_H^{etf}$ and $0 \leq \beta \leq 1$ is a weighting factor to balance the importance of the two terms.
The corresponding optimal ISDL is then formulated as
\[
(\Psi, S, H) \triangleq \arg \min_{\Psi, S, H} \rho(\tilde{\Psi}, S, H) \\
\text{s.t.} \quad \tilde{H} \in \mathcal{S}_{H}^{ef}, \quad ||\tilde{S}(:, m)||_0 \leq \kappa, \forall m \\\n\quad ||\tilde{\Psi}(:, l)||_2 = 1, \forall l.
\] (13)

**Remark 3.1:** It should be pointed out that the \(l_2\)-based normalization in (13) is used for the term \(||H - \Psi^T\Psi||^2_F\) to have the intended physical meaning of coherence difference between the target Gram and that of the dictionary.

Now, let us consider the optimal dictionary design problem (13). As realized, \(g(\Phi, \tilde{S}, \tilde{H})\) is a highly non-convex function of \(\Phi, \tilde{S}, \text{ and } \tilde{H}\). To address such a problem, we propose the following alternating minimization-based algorithm that has been popularly adopted in sparse dictionary learning:

**Alg\(_{\Psi}^{GSD}\) - Gradient-based ISDL**

**Initialization:** With a normalized dictionary \(\Psi_0\) randomly generated, set a prescribed iteration number \(N_{ite}\).

**Begin For** \(k = 1 : N_{ite}\)

- **Step I:** With \(\tilde{\Psi} = \Psi_{k-1}\), update \(H\) with the solution of (13) which is equivalent to
  \[
  H_k \triangleq \arg \min_{\tilde{H}} ||\tilde{H} - G_{k-1}||^2_F \quad \text{s.t} \quad \tilde{H} \in \mathcal{S}_{H}^{ef}
  \]
  where \(G_{k-1} \triangleq \Psi_{k-1}^T\Psi_{k-1}\). The solution to the above is obtained by applying the following shrinkage operation [13] to \(G_{k-1}\):
  \[
  H_k(i, j) = \begin{cases} \tau, & |\tau| \leq \xi \\ \text{sign}(\tau)\xi, & |\tau| \geq \xi \end{cases}
  \] (14)
  where \(\tau = G_{k-1}(i, j)\), \text{sign}(.) is the sign function, and \(\xi\) is the parameter characterizing the space of relaxed ETF Grams via (10).

- **Step II:** With \(\tilde{\Psi} = \Psi_{k-1}\) and the obtained \(H = H_k, S\) is updated with the solution of (13), which is actually equivalent to the standard sparse coding (8).

- **Step III:** With \(H_k\) and \(S_k\) obtained above, update the dictionary \(\Psi\) with \(\Psi_k\), the solution of
  \[
  \min_{\Psi} \rho(\tilde{\Psi}, S_k, H_k) \quad \text{s.t.} \quad ||\tilde{\Psi}(:, l)||_2 = 1, \forall l.
  \] (15)

**End For loop**

**Output:** \(\Psi = \Psi_{N_{ite}}\).

Here, we present an approach to attack (15). The key to the success of this approach is the following parametrization of the dictionary
\[
\tilde{\Psi} = XD_X
\] (16)

where \(D_X \triangleq \text{diag}(d_1, \ldots, d_1, \ldots, d_L)\) with
\[
D_X(l, l) = d_l \triangleq ||X(:, l)||^{-1}_2, \forall l.
\] (17)

Clearly, the columns of such \(\tilde{\Psi}\) are inherently \(l_2\)-normalized as long as \(X\) has no zero columns. It then follows from (16) - (17) that the problem of updating dictionary using (15) is converted to a unconstraint minimization of form
\[
X_{opt} \triangleq \arg \min_{X} \rho(XD_X, \tilde{S}, \tilde{H})
\] (18)

where \(\tilde{S} = S_k\), \(\tilde{H} = H_k\).

The problem defined by (18) can then be addressed using the following iterative procedure:
\[
X_n = X_{n-1} - \lambda \frac{\partial \rho}{\partial X} |_{X=X_{n-1}}
\] (19)

where \(\lambda > 0\) is the step-size and with an initial \(X_0 \in \mathbb{R}^{N \times L}\) (of no zero-columns) given, say the \(X_0\) such that \(\Psi_{k-1} = X_0D_{X_0}\), run (19) and \(\lim_{n \to +\infty} X_n\) yields an estimate of \(X_{opt}\). Clearly, the updated dictionary at the \(k\)th iteration of \(\text{Alg}_{\Psi}^{GSD}\) is given by \(\Psi_k = X_{opt}D_{X_{opt}}\).

The expression for \(\frac{\partial \rho}{\partial X}\) has been derived and will not be presented due to the limited space.

**Remark 3.2:** As the OMP can yield a solution almost equal to the true one of (8) and the gradient-based algorithm can ensure a solution \(\Psi_k\) better than \(\Psi_{k-1}\) even if it may be different from the one defined by (15), the proposed algorithm can ensure \(\rho(\Psi_k, S_k, H_k) \leq \rho(\Psi_{k-1}, S_{k-1}, H_{k-1})\) and hence the convergence of the iterative procedure is guaranteed given that the cost function is positive. So, our proposed algorithm is numerically much more stable than that in [19]. More interesting features of this algorithm will be demonstrated in the next section.

### 4. SIMULATION RESULTS

The setup is as follows. We generate a dictionary \(\Psi \in \mathbb{R}^{30 \times 60}\) randomly, then \(\{y_m^*\}_{m=1}^{1000}\) with each \(y_m^*\) being sparse with \(\kappa = 4\) in \(\Psi\) and \(||y_m^*||_2 = 1\). The actual signal \(y_m\) is given by \(y_m = y_m^* + \epsilon_m, \forall m\), where \(\epsilon_m\) is an additive Gaussian noise with standard variance \(\sigma\). This setting is the same as used in [1]. Note that \(\mu = 0.1302\) and \(\mu(\Psi) = 0.55\). We compare our proposed \(\text{Alg}_{\Psi}^{GSD}\) with \(\text{Alg}_{\Psi}^{MOD}\) [14], \(\text{Alg}_{\Psi}^{KSDD}\) [15], and \(\text{Alg}_{\Psi}^{IPB}\) [19] in terms of average representation error \(\delta_k \triangleq ||Y - \Psi_kS_k||_F/\sqrt{LN}\), percentage of recovered atoms \(r(\Psi_k)\) to be defined below, mutual coherence, and average mutual coherence \(\mu_{av}(\Psi_k)\), defined as
\[
\mu_{av}(\Psi_k) \triangleq \frac{\sqrt{\|I_L - \Psi_k^T\Psi_k\|_F^2}}{L(L-1)}
\]
where $\Psi_k$ is the normalized version of $\Psi_k$. We say an atom $\Psi(:, l)$ in the true dictionary $\Psi$ is recovered in $\Psi_k$ if

$$\min_{n_1}(1 - |\Psi_k(:, n)|^T \Psi(:, l)) < 0.01. \quad (20)$$

Denote $L_k$ as the number of recovered atoms in $\Psi_k$. The percentage of the recovered atoms is defined as $r(\Psi_k) \triangleq L_k/L$.

We perform 30 iterations of (19) for solving (15) in Alg. $\Psi$. In the legends of Figs. 1, 2, we refer to the algorithms Alg$_{GSD}^\Psi$, Alg$_{MOD}^\Psi$, Alg$_{KSV D}^\Psi$, and Alg$_{IPR}^\Psi$ as GSD, MOD, KSVD and IPR, respectively.

Fig. 1 shows the performance of each of Alg$_{GSD}^\Psi$, Alg$_{IPR}^\Psi$, Alg$_{KSV D}^\Psi$ and Alg$_{IPR}^\Psi$ with $\sigma = 0.1$ and for different values of $\xi$ (that is used in Alg$_{GSD}^\Psi$ and Alg$_{IPR}^\Psi$). While Fig. 2 presents the same things but for $\sigma = 0$.

**Remark 4.1**

- It should be pointed out that in the KSVD code we use, a new atom will be generated randomly to replace the present one if the latter has coherence larger than 0.99 with another atom. The sharp change caused by this action can be observed from Fig 2(d). This step is enough for KSVD (but not enough for MOD algorithm) to escape the coherent solution in the noiseless case.

- It is interesting to note that no matter there is an additive noise or not, Alg$_{IPR}^\Psi$ performs poorly when $\xi$ is set to a small value. This is suspected due to the fact that much effort has to be made to reduce the mutual coherence and hence no much room left for reducing the sparse representation error. We can observe when $\xi$ is set to be close to $\mu(\Psi)$, which is practically not available, Alg$_{IPR}^\Psi$ yields a better performance, while our Alg$_{GSD}^\Psi$ always has better results than Alg$_{IPR}^\Psi$ does when we just choose $\xi = \mu$.

5. CONCLUSIONS

A novel framework has been proposed for ISDL and an alternative minimization-based algorithm has been derived for solving the optimal dictionary design. Experiments have shown that the proposed approach outperforms the prevailing ones for ISDL.

In the proposed algorithm, the dictionary update is done using a gradient-based method. More efficient algorithms are needed for speeding up the convergence and further enhancing the performance of the dictionary.
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